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Abstract
In order to improve the convergence of multi-objective differential evolution (DEMO) algorithm while ensur-
ing well distribution, a new method of center mutation-based DEMO (CM-DEMO) is proposed. Firstly, the 
form of mutation is improved, the center of the population in the current generation is taken as a base vector, 
and then the direction of difference vector is determined according to the fitness value of the three random 
vectors of individuals, secondly, the strategy of adaptive crossover probability is given, the crossover proba-
bility is determined according to the distribution of fitness value in the population. Test of benchmark func-
tions show that CM-DEMO algorithm has faster convergence rate. Finally, CM-DEMO is applied to environ-
mental economic dispatch of power system. Compared with other methods, the simulation results obtained 
demonstrate the feasibility and effectiveness of the proposed algorithm for solving the problem.
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1 INTRODUCTION
Many real world problems can be formulated as optimization problems with multiple objectives. Since the 

first attempt to solve multi-objective optimization problems by using evolutionary algorithms, multi-objective 
evolutionary algorithms(MOEAs)have been much researched and are widely used to solve numerous appli-
cations in recent years (Coello, 2006; Nam & Park, 2000). MOEAs benefit from the evolutionary algorithm’s 
ability to generate a set of solutions concurrently in a single run thereby yielding several trade-off solutions.

Differential evolution (DE) is a new generation evolutionary algorithm (EA) and has been successfully 
applied to solve a wide range of optimization problems. Differential evolution (DE) is a new type of evo-
lutionary algorithm proposed by Storn and Price in 1995 (1997). It is simple yet powerful, and has been 
successfully used in solving single objective optimization problems. In recent years, some researchers have 
extended it to deal with multi-objective optimization problems, such as Pareto differential evolution (PDE) al-
gorithm (Abbass, 2002; Xue, Sanderson & Graves, 2003), Pareto-based multi-objective differential evolution 
(PMODE) (Madavan, 2002) differential evolution for multi-objective optimization (DEMO) and adaptive 
differential evolution algorithm (ADEA) (Robic & Filipic, 2005; Qian & Li, 2008).

However, most of these DE based multi-objective optimization algorithms suffer from premature con-
vergence at different degrees (Madavan, 2002; Robic & Filipic, 2005; Qian & Li, 2008). In this paper, we 
present a new multi-objective optimization of center mutation-based DEMO (CM-DEMO). The CM-DEMO 
has two improvements: a mutation operator composed of the modified base vector and differential vectors, 
the former is set as the center of all target vectors, and the latter is determined by the function fitness value of 
three randomly selected vectors; an adaptive crossover probability process according to the distribution of the 
function fitness value. For illustration, CM-DEMO was applied to solve the environmental economic dispatch 
problem, which consists of four interconnected cascade hydro plants and a thermal plant. Simulated results 
demonstrate the feasibility and effectiveness of the proposed method.

The rest of the paper is organized as follows: The DE principle which CM-DEMO is based on is briefly de-
scribed in Section 2. Afterward, in Section 3, we present CM-DEMO for solving problem in details. Section 
4 presents the application study of CM-DEMO to a practical environmental economic dispatch problem. Sec-
tion 5 outlines the conclusions followed by acknowledgements.

2 OVERVIEW OF DIFFERENTIAL EVOLUTION
DE algorithm is a population based algorithm using three operators; crossover, mutation and selection. 

Several optimization parameters must also be tuned (Storn & Pric, 1997). The approach uses a population 
 that contains NP n-dimensional real-valued parameter vectors (named ) in generation g. According to 

Storn and Price, DE’s strategy can be described as follows.

2.1 Mutation
For each target vector  a mutant vector  is generated according to (Storn & Pric, 

1997):

                                                   (1)

where integers are chosen randomly in the range [1, ], and are different from each 
other. The mutation parameter F ([0, 2]) is a real, constant, user-supplied parameter that controls the amplifi-
cation of the differential vector (named ). 
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2.2 Crossover
In order to increase the diversity of the perturbed parameter vectors, crossover is introduced. The target 

vector is mixed with the mutated vector, using the following scheme, to yield the trial vector , as follows 
(Storn & Pric, 1997):

                                 (2)

In the above, function random () generates a random number in [0, 1], CR ( [0, 1]) is the crossover pa-
rameter, and the integer j is a randomly chosen index in {1, 2, . . . , n} that ensures candidate  get at least 
one parameter from trial parameter vector  but not all from .

2.3 Selection

When selection operation is implemented, a knock-out competition is played between the target vector  
and its corresponding trail vector . According to the value of fitness, the better one will be selected for the 
next generation. Assuming that the fitness value is to be minimized, the selection operation can be expressed 
as (Storn & Pric, 1997):

                                 (3)

3 AN ENHANCED MULTI-OBJECTIVE DIFFERENTIAL 
EVOLUTION:CM-DEMO 

In this section, by analyzing the mutation and crossover operation in the process of algorithm, the cen-
ter mutation-based DEMO (CM-DEMO) algorithm is proposed. First, the CM-DEMO algorithm will be 
described in details, and then several typical and widely used benchmark test problems are chosen to test 
CM-DEMO.

3.1 Center mutation operator
From (1) we can conclude that DE algorithm randomly selects two individuals to calculate the difference as 

the difference vector, here the direction of difference vector is ignored. In this condition, the search capability 
is improved to some extent, but the convergence rate of the algorithm is slow down. In this section an opera-
tor called the center mutation operator is proposed, that is, each individual by mutation is around the center of 
contemporary population. The specific form of mutation operator is described as follows  

                                 (4)

Where, Xo is the best individual in the three random individuals; X1 and X2 are the other two random indi-
viduals; C is the center of population. 

Formula (4) shows that for each mutation individual, it is calculated based on the fitness value of the three 
random individual, then starts from the group center toward the of best individual Xo. Here the direction 
which Xo point to is the direction of difference vector, making the improved mutation operator not only retain 
a certain degree of randomness, but also the guidance of certainty is considered. Thus, under the action the 
center mutation operator, the new algorithm will have a faster convergence speed. 
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3.2 A daptive crossover probability
In the standard DE algorithm, fixed CR is commonly used, that is in the process of solving problems, the 

crossover probability of each individual is identified with a certain value. However, in solving practical prob-
lems, the value should be adjusted appropriately based on the iteration cycle and the function values of each 
individual, making the algorithm acted in line with the characteristics of problem. Here a method of adaptive 
crossover probability is presented in Equation 5 (take the minimize problem as the case) 

                                 (5)

Where CRi is the crossover probability of each individual; Fi and Fo are the function values of the individu-
als Xi and Xr; Fmin and Fmax are the values of the best and worst individuals in current generation. 

Formula (5) shows that, when Fi>Fio, the crossover probability should be increased, in order to generate 
more mutation individuals Vi in the new individuals, the adjustment strategy is: by comparing the propor-
tion which Fi to the current generation and the proportion which Fo to Fi, the greater proportion is choose as 
the value of crossover probability of the target individual; when Fi≤Fo, the crossover probability should be 
reduced, then individual Xi take more components in the new individuals, the adjustment strategy is: by com-
paring the proportion which Fi to the current generation and the proportion which Fo to Fi, the smaller propor-
tion is choose as the value of crossover probability. This method can effectively adjust the composition of the 
individual generated according to the function value of individuals in iterative process, and then the search 
performance of algorithm is improved. 

3.3 Outline of CM-DEMO
According to the above description of the improved algorithm, the outline of CM-DEMO is described as 

follows:

Table 1: The main procedure of ε-ODEMO

3.4 Performance test
The test problems for evaluating the performance of our methods are chosen based on significant past stud-

ies in multi-objective evolutionary algorithms. We chose four problems from benchmark to test CM-DEMO 
(Zitzler & Thiele, 2000; Deb, Thiele, Laumanns & Zitzler, 2005). 

For every test problem: a crossover probability CR was set to 0.5, scaling factor F was set to 0.5. In order 
to make the comparisons fair, the population size NP was set to 100 and the algorithm was run for 250 gener-
ations. 
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Figures 1-4 show the Pareto fronts obtained by CM-DEMO and the real Pareto fronts of four ZDT test 
problems. As can be seen, solutions obtained by CM-DEMO scale very well in terms of convergence and 
widely-distributed. 

 

          Figure 1.  Pareto front for ZDT1                          Figure 2.  Pareto front for ZDT3

       Figure 3:Pareto front for ZDT4                             Figure 4:Pareto front for ZDT6

Tables 2 present the mean (boldfaced font above) and variance (underside) of the values of the convergence 
and diversity metric averaged over 10 runs (Deb & Jain, 2002; Van Veldhuizen, 1999). Results of other algo-
rithms are taken from the literatures(NSGA- II, SPEA2, PDEA, DEMO, ADEA and DEMO/parent).

Table 2：Statistics of results on convergence metric γ and diversity metric Δ        



Electrical & Electronic Engineering Research vol.1 Mason Publish Group

24
     © By the author(s); licensee Mason Publish Group (MPG), this work for open access publication is under the Creative 

Commons Attribution International License (CC BY 4.0). (http://creativecommons.org/licenses/by/4.0/)

The results of convergence metric(see Table 2) for these three problems show that CM-DEMO achieves 
good convergence, which is rather better than PDEA, DEMO, and DEMO/parent, and much better than 
NSGA- II and SPEA2. On ZDT3, DEMO achieves comparable results to CM-DEMO, but on ZDT1 and 
ZDT6, CM-DEMO performances better. For another metric △ , showed in Table 2 CM-DEMO achieves 
much better results on four test problems than the other algorithms referred here.

ZDT4 is a difficult optimization problem with large number of local Pareto fronts that tend to mislead the 
optimization algorithm. In Table 2 we can see that NSGA- II, SPEA2, PDEA and MODE all have difficulties 
in converging to the true Pareto front. DEMO, CM-DEMO performs better than the other algorithms. 

Problem Tamaki is constrained test problem and DTLZ1 is high-dimension problem (M=3). Figures 5 and 
6 show the Pareto fronts obtained by CM-DEMO.

      Figure 5.  Pareto front for Tamaki          Figure 6.  Pareto front for DTLZ1

From Figures 5 and 6 we can see that CM-DEMO handled constraints and high-dimension problem well, 
also it converged to the true Pareto front accurately. After achieving good performance on test problems, next 
we will apply CM-DEMO to a practical problem of environmental economic dispatch of power systems.

4 CASE STUDY
In order to validate the proposed procedure, a test hydrothermal system is taken for case study (Naresh & 

Sharma, 1999). The system consists of a multi-chain cascade of four hydro plants and three thermal units. 
The details data of the system considered here are the same as in Ref.

4.1 Hydrothermal scheduling problem 
The solution of environmental economic dispatch problem aims to minimize the operation costs of thermal 

power plant and contaminative gas emission simultaneously, while satisfying a series of equality and inequal-
ity constraints (Talaq, EI-Hawary & EI-Hawary, 1994; Yalcinoz & Köksoy, 2007; Abido, 2003).

4.1.1 Problem objectives

(1) Economy objective

The generator cost curves are represented by quadratic functions of real power generation by that unit, the 
total fuel cost can be formulated as:

                      (6)

where are the cost curve coefficients of the ith thermal unit,  is the output power of the 
ith thermal unit at period t, ,  are the valve-point effects coefficients of the ith thermal plant;  is 
the minimum output limit of the ith thermal plant.
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(2) Emission objective

Since SO2 and NOx emissions are generally taken to be proportional to the generator’s fuel consumption, 
total emission function to represent SO2 and NOx emissions are used in this paper is the same form as that of 
the fuel cost function. Hence, the total emission of the hydro-thermal system can be expressed as:

                      (7)

where   are emission curve coefficients of the ith thermal unit.

4.1.2 System constraints

The problem subjects to is subjected to the following equality and inequality constraints:

(3) Power balance constraints

                      (8)

where  is the load demand at period t,  the total transmission line losses at period t,  is the out-
put power of the jth hydro plant at period t, and Nh is the number of hydroelectric plants.

(4) Real power output limits

                      (4)

where,  and  are the lower and upper generation limits of the jth hydroelectric plant, respectively.
(5) Reservoir storage volumes limits

                      (9)
where  and  are the minimum and maximum storage volume of the jth reservoir, respectively.
(6) Hydro plant power limits

                      (10)
where  and  are the minimum and maximum water discharge rate of the jth hydroelectric plant, 

respectively.

(7) Initial and terminal reservoir storage volumes

                      (11)

where  and  are the initial and final storage volume of reservoir j.
(8) Water dynamic balance equation with travel time

                      (12)

where  is the nature inflow rate of the jth reservoir at period t,  is the number of upstream units di-
rectly above the jth hydroelectric plant,  is the spillage of the jth reservoir at time t, and Tkj is the water 
transport delay from reservoir k to j.
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(9) Hydroelectric generation relation

                      (13)

where C1j, C2j, C3j, C4j, C5j, and C6j are the power generation coefficients of jth hydroelectric plant, Qj,t is the 
water discharge rate of jth reservoir at period t, Vj,t is the storage volume of jth reservoir at period t.

4.2 Solution methodology based on CM-DEMO
In this section, some method of proposed CM-DEMO for solving generation scheduling of this hydrother-

mal system is described in details. Especially, a suggestion will be given on how to handle constraints of the 
problem. 

4.2.1 Initialization 

In the initialization procedure, the population is initialized by creating NP solutions randomly. For all solu-
tions in the initial population, each element is randomly generated within the feasible real power output range 
to the constraint. For the present problem, it is discharge rate of each hydro plant and the power generated by 
each thermal unit. Thus the population is initialized as follows:

                    

The dimension  is randomly generated between  and , and  is ran-
domly generated between  and . Generally, the newly generated individuals do not satisfy all the 
constraints and need to be modified by the constraints handling method, described next.

4.2.2 Mutation, crossover and selection

New values of water discharge rate and power generation are generated through mutation and crossover op-
eration according to (8) and (2) respectively. Now, selection is performed by calculate the fitness values of the 
different individuals. The individuals in the current population are evaluated in the objective space and then 
assigned a scalar value known as fitness. Depending on the fitness values, individuals will be selected to form 
the new population. Individuals which have a low fitness value have the chance to be selected. It is worth 
mentioning that the constraint-handling approach implemented in this study is that the unfeasible solutions 
are penalized by assigning a very high value for their fitness.

4.2.3 Constraint handling

Firstly, When population initialization, crossover has been implemented, the new generated solution may 
not satisfy equality constraints (1) and (5). At present, penalty method is the most popular constraints han-
dling strategy for dealing with this equality constraint at present by using penalty function to punish the in-
feasible solution during the selection procedure to ensure the priority of feasible ones. However, this strategy 
may degrade the efficiency of the algorithm remarkably for it requires multiple runs to tune the penalty fac-
tors.

Secondly, we focus on handling the output capacity limits (2) and water release limits (4) when the pro-
posed CM-DEMO method is applied to solve environmental economic dispatch problem. 

Despite the popularity of penalty functions, they have several drawbacks among which the main one is that 
they require a careful fine tuning of the penalty factors that accurately estimates the degree of penalization 
to be applied as to approach efficiently the feasible region. In order to keep the advantages of the penalty 
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function approach and overcome drawback of choice penalty factors, this paper apply an effective constraint 
handling method for DE, which does not require to set any additional parameters in comparison with the orig-
inal DE. Therefore, in order to strike a balance between computational efficiency and constraints handling, 
the following selection strategy is adopted by the proposed CM-DEMO method to choose the better solution 
while considering the constraints violation during the selection operation:

(1) If solution P1 is feasible and solution P2 is infeasible, then P1 is favored.

(2) If both P1 and P2 are feasible, the Pareto-dominance based selection will be implemented to decide 
which one is better, the selection operation is modified as follows:

1) If the candidate dominates the parent, replace the parent by the candidate.

2) If the parent dominates the candidate, the candidate is discarded.

3) If the candidate and parent are non-dominated with each other, a new population of the size between NP 
and 2NP is created, and then add the non-dominated candidates and parents into it. 

(3) If both P1 and P2 are infeasible, then the one with smaller constraints violation is favored.

4.3 Simulation results 

With the parameter settings listed in Table 3, the proposed method coded by Microsoft Visual C++6.0 lan-
guage on a Pentium-4 2.0GHz-based processor computer is applied to solve the optimal generation schedul-
ing of this hydrothermal system. The hourly each hydro plant power generation are showed in Table 4. The 
hourly each reservoir release and storage trajectories are showed in Figures 7 and 8 respectively.

Table 3: Parameter settings for CM-DEMO

Table 4:Hourly hydrothermal power generation scheduling (Unit: 104KW)
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Figure 7: Hourly hydro plant discharge

Figure 8:Hourly hydro plant storage

In the meantime, to validate the results obtained with the proposed CM-DEMO method, the same problem 
is solved using DEMO, NSGA II, SPEA II methods, the results of test system are also summarized in Table 5 
for the convenience of comparisons.

Table 5: Comparisons of schedule results with other methods

It is clear from Table 3 that the total fuel cost and total emission obtained by CM-DEMO are much less 
compared to the corresponding values of the other methods. In addition, during these 20 independent sim-
ulations, it demonstrates that total fuel cost and total emission generate a variation in a small range with 
trial numbers when using the proposed CM-DEMO method. As can be seen from the simulation results of 
CM-DEMO method, the solutions are optimal and they also satisfy various constraints completely for solving 
environmental economic dispatch problem.

5 CONCLUSIONS
In this paper, a modified multi-objective differential evolution optimization algorithm based on center muta-

tion mechanisms has been proposed. The algorithm replaces the original mutation and crossover operation to 
the improved form, which is center mutation and adaptive crossover. Simulation results and the comparison 
confirm the effectiveness and the superiority of the proposed approach over the other techniques in terms of 
the quality and precision of solution, so it provides an effective method to solve the environmental economic 
dispatch. 



29
    © By the author(s); licensee Mason Publish Group (MPG), this work for open access publication is under the Creative Commons 

Attribution International License (CC BY 4.0). (http://creativecommons.org/licenses/by/4.0/)

Electrical & Electronic Engineering Research vol.1 Mason Publish Group

REFERENCES
Abido, M. A. (2003). A novel multi-objective evolutionary algorithm for environmental/economic pow-
er dispatch. Electric Power Systems Research, 65(1), 71-81.

Abbass, H. A. (2002). The self-adaptive Pareto differential evolution algorithm. In Proc. of the Congress 
on Evolutionary Computation (CEC'2003) (pp. 831-836). IEEE Service Center.

Coello, C. A. C. (2006). Evolutionary multi-objective optimization: A historical view of the field. IEEE 
Computational Intelligence Magazine, 1(1), 28-36.

Deb, K., & Jain, S. (2002). Running performance metrics for evolutionary multi-objective optimization.

Deb, K., Pratap, A., Agarwal, S., & Meyarivan, T. (2002). A fast and elitist multi-objective genetic algo-
rithm: NSGA-II. IEEE Transactions on Evolutionary Computation, 6, 182-197.

Deb, K., Thiele, L., Laumanns, M., & Zitzler, E. (2005). Scalable test problems for evolutionary multi-
objective optimization. In Evolutionary multiobjective optimization (pp. 105-145). Springer, London.

Madavan, N. K. (2002). Multi-objective optimization using a Pareto differential evolution approach. In 
Proc. of the Congress on Evolutionary Computation (CEC'2002) (pp. 1145-1150). IEEE Service Center.

Nam, D., & Park, C. H. (2000). Multi-objective simulated annealing: A comparative study to evolution-
ary algorithms. International Journal of Fuzzy Systems, 2(2), 87-97.

Naresh, R., & Sharma, J. (1999). Two-phase neural network-based solution technique for short-term hy-
drothermal scheduling. IEE Proceedings - Generation, Transmission and Distribution, 146(6), 657-663.

Qian, W., & Li, A. J. (2008). Adaptive differential evolution algorithm for multi-objective optimization 
problems. Applied Mathematics and Computation, 201(1-2), 43-50.

Robic, T., & Filipic, B. (2005). DEMO: Differential evolution for multi-objective optimization. In Pro-
ceedings of the Third International Conference on Evolutionary Multi-Criterion Optimization (EMO-05) 
(pp. 520-533).

Storn, R., & Price, K. (1997). Differential evolution—a simple and efficient heuristic for global optimi-
zation over continuous spaces. Journal of Global Optimization, 11, 341-359.

Talaq, J. H., EI-Hawary, F., & EI-Hawary, M. E. (1994). A summary of environmental/economic dis-
patch algorithms. IEEE Transactions on Power Systems, 9(3), 1508-1516.

Van Veldhuizen, D. A. (1999). Multi-objective evolutionary algorithms: Classifications, analyzes, and 
new innovation. Ph.D. Dissertation, Department of Electrical and Computer Engineering, Air Force In-
stitute of Technology, Wright-Patterson AFB, OH.

Xue, F., Sanderson, A. C., & Graves, R. J. (2003). Pareto-based multi-objective differential evolution. 
In Proc. of the 2003 Congress on Evolutionary Computation (CEC'2003) (pp. 862-869). IEEE Press.

Yalcinoz, T., & Köksoy, O. (2007). A multiobjective optimization method to environmental economic 
dispatch. International Journal of Electrical Power & Energy Systems, 29(1), 42-50.

Zitzler, E., & Thiele, L. (2000). Comparison of multi-objective evolutionary algorithms: Empirical re-
sults. Evolutionary Computation, 8, 173-195.

Zitzler, E., Laumanns, M., & Thiele, L. (2003). SPEA2: Improving the strength Pareto evolutionary al-
gorithm. Technical Report 103. Computer Engineering and Networks Laboratory (TIK), Swiss Federal 
Institute of Technology (ETH) Zurich.


