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Abstract
This review explores AI’s role in medical education and training, covering its applications, effectiveness, 
ethical considerations, and future directions. In applications, AI enhances diverse training areas: AI-powered 
simulations (with AR/VR) enable safe surgical practice, offering video labeling and automated feedback (e.g., 
in robotic surgery); diagnostic training tools use ML to simulate clinical cases and provide instant feedback 
(though unregulated use risks academic integrity); personalized learning platforms tailor content to students’ 
needs, with 88% of students viewing AI as a key learning aid; AI aids medical image analysis training (e.g., 
via 3D Slicer) to build anatomy knowledge; and virtual patients simulate clinical conversations, helping de-
velop communication skills (e.g., for nursing students). Effectiveness evaluation shows mixed but promising 
results: Most students/educators (91.11%) believe AI boosts knowledge acquisition; AI chatbots increase learn-
ing interest (though not always clinical reasoning); AI tools enhance learning efficiency and engagement, yet 
comparisons with traditional methods vary—some find no NBME score differences, while over-reliance may 
harm problem-solving. Long-term impacts on professionals’ performance need more study. Ethical challeng-
es include data privacy risks (requiring encryption/anonymization), algorithm bias (needing diverse training 
data), the necessity of human oversight (to address fairness/explainability), potential threats to doctor-patient 
empathy (though VR can sometimes foster empathy), and ensuring equitable access (via open-source tools/
subsidies). Future directions involve integrating AI with VR/AR for immersive training, developing adaptive 
learning systems, and researching the optimal AI-human interaction balance. AI holds great promise for culti-
vating skilled, ethical medical professionals, pending responsible implementation.

Key words: artificial intelligence； medical education； technological applications； medical ethics
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Introduction
Artificial intelligence (AI) is rapidly transforming various sectors, and medical education and training 

are no exception. The integration of AI technologies promises to revolutionize how medical professionals 
learn, practice, and ultimately deliver healthcare. This literature review explores the multifaceted landscape 
of AI-assisted medical education and training, examining its technological applications, effectiveness eval-
uation, and the ethical considerations that accompany its implementation. Given the increasing complexity 
of medical knowledge and the demand for highly skilled practitioners, understanding the potential and chal-
lenges of AI in this domain is crucial for shaping the future of medical education.

This review is structured to provide a comprehensive overview of the current state of AI in medical ed-
ucation. First, we delve into the diverse applications of AI, including AI-powered simulation for surgical 
training, AI-driven diagnostic training tools, AI-based personalized learning platforms, AI-assisted medical 
image analysis training, and AI-enabled virtual patients for clinical skills development. These applications 
demonstrate the breadth of AI's potential to enhance various aspects of medical training. Second, we crit-
ically evaluate the effectiveness of AI-assisted medical education by examining its impact on knowledge 
acquisition and retention, improvements in clinical skills and competency, changes in learning efficiency 
and engagement, comparisons with traditional methods, and long-term effects on medical professionals' 
performance. This section aims to provide evidence-based insights into the benefits and limitations of AI in 
achieving desired learning outcomes. Third, we address the ethical considerations and challenges associated 
with AI in medical education, focusing on data privacy and security concerns, potential bias and fairness is-
sues in AI algorithms, the role of human oversight, the impact on the doctor-patient relationship and empa-
thy, and accessibility and equity in access to AI-based medical education. Addressing these ethical concerns 
is paramount to ensuring responsible and equitable implementation of AI in medical education. Finally, we 
explore future directions and research opportunities, including the integration of AI with emerging tech-
nologies like VR/AR, the development of AI-based adaptive learning systems, and research on the optimal 
balance between AI and human interaction in medical education. By examining these future trends, we aim 
to identify areas for further investigation and innovation in this rapidly evolving field.

Applications of AI in Medical Education and Training
Artificial intelligence is rapidly permeating various facets of medical education and training, offering 

innovative solutions to enhance learning outcomes and prepare future healthcare professionals for the com-
plexities of modern practice. These applications range from sophisticated simulation environments to per-
sonalized learning platforms, each designed to address specific needs within the medical curriculum.

AI-powered simulation is revolutionizing surgical training by providing realistic, hands-on experiences 
[4]. These simulations leverage technologies like augmented and virtual reality to create immersive environ-
ments where trainees can practice surgical procedures and refine their clinical decision-making abilities [4]. 
AI facilitates video labeling, enabling learners and instructors to quickly identify critical segments of oper-
ative videos for retrospective educational review [6]. Furthermore, in robotic surgery, AI can furnish reliable 
feedback through automated performance metrics (APMs) and natural language processing (NLP), deliv-
ering actionable insights to learners while alleviating the assessment burden on faculty [6]. However, it's 
crucial to acknowledge that the integration of AI in surgical skills curriculum design can yield unintended 
learning outcomes. Fazlollahi et al. demonstrated that while AI can improve procedural safety, it may also 
negatively impact movement and efficiency metrics, highlighting the necessity of human expert interven-
tion to optimize educational goals [4].

Complementing surgical training, AI-driven diagnostic training tools are proving invaluable in medical 
education. These tools offer students simulated environments to cultivate their diagnostic acumen. Employ-
ing machine learning algorithms, they present a spectrum of cases that mimic real-world clinical scenarios 
and provide immediate feedback on diagnostic accuracy. Hamilton posits that the application of diagnostic 
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decision support systems (DDSS) in simulated settings can lead to improved diagnostic precision, enhanced 
patient communication, safer triage decisions, and better outcomes from rapid response teams [4]. Further-
more, AI can generate explanations for test items, thereby augmenting their utility in supporting self-direct-
ed learning [5]. Conversely, the potential pitfalls of uncontrolled AI use must be considered. Posternak et al. 
caution that while tools like ChatGPT are increasingly utilized by medical students for information retrieval 
and assignment checking, such unregulated usage may engender educational risks, including violations of 
academic integrity and the impairment of critical thinking skills [6].

The evolution of medical education continues with AI-based personalized learning platforms, which tai-
lor the learning experience to meet the unique needs of individual students [13, 18]. By leveraging AI to gain a 
deeper understanding of students' interests, needs, and learning styles, these platforms can deliver targeted 
content and methodologies [7]. AI's capacity to create personalized learning paths, boost engagement, and 
provide immediate feedback can lead to substantial improvements in student achievement [8]. Indeed, a sur-
vey revealed that a significant majority (88%) of students believe that AI plays a crucial role in facilitating 
learning and can serve as a virtual teacher or intelligent assistant [9].

The application of AI extends to medical image analysis training, equipping students with practical expe-
rience in interpreting diverse medical images using cutting-edge AI technology through platforms like 3D 
Slicer [10]. Zhang et al. emphasize that the open-source architecture of such platforms reinforces students' 
understanding of anatomy and imaging technology while promoting independent learning and clinical rea-
soning skills [10]. The integration of AI algorithms in medical image processing facilitates the translation of 
these technologies from the laboratory to practical clinical applications and educational settings [10].

Finally, AI-enabled virtual patients (VPs) are emerging as powerful tools for clinical skills development, 
offering interactive and authentic clinical scenarios within secure environments [11]. These VPs can simu-
late real-life conversations and provide unlimited training opportunities, making them ideally suited for 
healthcare students to hone their communication skills before engaging in clinical postings [11]. For instance, 
Shorey et al. developed VPs for nursing undergraduates, simulating scenarios such as assessing a pregnant 
woman's pain, obtaining the history of a depressed patient, and demonstrating empathy towards a stressed-
out student [11]. Hong et al. have also demonstrated the potential of ChatGPT-3.5 in medical education for 
simulating clinical scenarios and enhancing diagnostic and communication skills [12]. While AI-driven VPs 
are increasingly being used for communication skills training, as highlighted in Bowers et al.’s scoping re-
view, their overall effectiveness remains an area of ongoing investigation [13].

Effectiveness Evaluation of AI-Assisted Medical Education
The integration of artificial intelligence (AI) into medical education necessitates a rigorous evaluation of 

its effectiveness across various domains. This section explores the impact of AI-assisted learning on knowl-
edge acquisition and retention, clinical skills and competency, learning efficiency and engagement, and ulti-
mately, the long-term performance of medical professionals.

AI's potential to enhance knowledge acquisition and retention in medical education is gaining recogni-
tion. Studies indicate a positive perception among medical students and educators regarding AI's role in bol-
stering medical knowledge. For instance, Salih et al. [14] reported that a significant majority of respondents 
(91.11%) believed AI systems would positively influence medical education, particularly in research and 
knowledge gain. Similarly, Khater et al. [15] found that most medical students possessed moderate to good 
knowledge and attitude towards AI and its application in medical education. These findings suggest that AI 
can serve as a valuable tool for augmenting medical knowledge amongst students, potentially leading to a 
more comprehensive understanding of complex medical concepts.

Beyond knowledge acquisition, the potential of AI-assisted medical education extends to improving clin-
ical skills and competency. While some studies have yielded mixed results, the capacity for enhancing spe-
cific aspects of learning is becoming increasingly apparent. Research involving nursing students revealed 
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that an AI chatbot program, while not significantly impacting knowledge or clinical reasoning competency, 
significantly increased students' interest in education and self-directed learning [16]. This highlights a poten-
tial pathway for improving engagement and motivation, crucial elements for skill development. Further-
more, Seth et al. [17] emphasize the importance of integrating data science principles into medical curricula, 
enabling future physicians to effectively understand and interpret AI-driven management plans, ultimately 
enhancing their ability to communicate benefits and limitations to patients. This integration is vital for 
bridging the gap between AI technology and practical clinical application.

The implementation of AI-assisted medical education also has the potential to significantly reshape learn-
ing efficiency and engagement. The application of AI-embedded teaching models in other fields, such as 
architectural education, has demonstrated a positive influence on student learning, with "innovative capabil-
ity" and "work efficiency" emerging as key factors [18]. In medical education, AI tools, including intelligent 
tutoring systems and adaptive learning platforms, are similarly poised to redefine student engagement [19]. 
For example, the development of music sound recognition systems using AI technology aims to improve the 
efficiency and accuracy of music teaching [20], illustrating the potential for AI to personalize and optimize 
learning experiences across diverse disciplines. However, it's crucial to address challenges like fragmented 
AI utilization and ensure a systematic approach to maximize its impact [18], ensuring that AI integration is 
purposeful and effectively integrated into the broader curriculum.

Comparing AI-assisted learning with traditional methods reveals a paradigm shift in medical education, 
presenting both advantages and potential drawbacks. While some studies, such as one comparing tradi-
tional offline education with online instruction, have shown no statistical difference in student performance 
as evaluated by National Board of Medical Examiners (NBME) scores [21], other research suggests a more 
nuanced picture. The effectiveness of AI-assisted learning can vary depending on the specific skills being 
taught and the manner in which AI tools are integrated into the curriculum. A study conducted in Alba-
nia found a statistically significant negative correlation between reliance on AI tools for assignments and 
students' problem-solving skills, indicating that over-dependence on AI may hinder the development of 
independent problem-solving abilities [22]. Conversely, the same study revealed a strong positive correlation 
between the frequency of AI tool usage and students' perceptions of academic performance and assignment 
efficiency [22]. Similarly, Xin-yu Zhao et al. [23] found that while a 3D heads-up surgical system received 
higher overall satisfaction ratings, traditional microscopic methods were rated higher for instrument adjust-
ment among junior ophthalmology residents and trainee doctors. These findings underscore the importance 
of carefully considering the specific needs of different learners when choosing between AI-assisted and tra-
ditional methods [23].

While the immediate learning outcomes of AI integration into medical education and training appear 
promising, the long-term effects on medical professionals' performance remain a crucial area for further 
investigation. It is essential to determine whether the skills and knowledge acquired through AI-assisted 
methods translate into improved clinical practice and patient outcomes over extended periods. Longitudinal 
studies are needed to track the career trajectories of medical professionals trained with AI tools and com-
pare their performance against those trained through traditional methods. This long-term perspective is vital 
for a comprehensive understanding of the true impact of AI-assisted medical education.

Ethical Considerations and Challenges
The integration of artificial intelligence (AI) into medical education presents a transformative opportu-

nity, yet it simultaneously introduces a complex web of ethical considerations and challenges that demand 
careful scrutiny. These challenges span data privacy, algorithmic bias, the necessity of human oversight, the 
potential impact on the doctor-patient relationship, and equitable access to these advanced technologies.

One of the foremost ethical concerns revolves around Data Privacy and Security Concerns in AI-Driven 
Medical Education. The increasing reliance on AI necessitates a robust framework for protecting sensitive 
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student information [24]. AI applications often collect and analyze data encompassing performance metrics, 
learning behaviors, and even biometric data. As Huang [24] highlights, the conveniences and customized ser-
vices afforded by AI also expose individuals to various information security threats. Therefore, safeguarding 
this data against unauthorized access, misuse, and breaches is of paramount importance to maintain student 
trust and comply with ethical and legal standards. Strong encryption, anonymization techniques, and strict 
access controls are crucial components of a comprehensive data protection strategy.

Beyond data security, Potential Bias and Fairness Issues in AI Algorithms pose a significant challenge. AI 
algorithms are trained on data, and inherent biases within that data can be perpetuated and amplified by the 
AI system [4]. This can manifest as diagnostic tools that exhibit reduced accuracy for specific demographic 
groups due to their underrepresentation in the training data. Addressing these biases necessitates meticulous 
attention to data collection methodologies, algorithm design principles, and continuous monitoring to en-
sure equitable outcomes for all learners and, ultimately, for the diverse patient populations they will serve. 
Actively seeking diverse datasets and employing bias detection and mitigation techniques are essential steps 
in fostering fairness.

To mitigate the risks associated with AI, The Role of Human Oversight in AI-Assisted Medical Train-
ing cannot be overstated. While AI offers personalized learning experiences and enhanced simulation ca-
pabilities, the potential for bias and the need for explainability necessitate active human involvement [41, 43]. 
Coglianese et al. [25] emphasize that human-guided training can alleviate technical and ethical pressures on 
AI, improving performance and addressing fairness and explainability needs. This management-based ap-
proach necessitates increased human oversight of AI tool training and development, ensuring that AI serves 
as a valuable tool under the guidance of experienced educators.

The ethical considerations extend to Impact on the Doctor-Patient Relationship and Empathy. While AI 
can enhance diagnostic accuracy and treatment planning, concerns exist that over-reliance on AI could 
erode essential interpersonal skills and emotional intelligence in future physicians [26]. A survey of medical 
students in India [26] revealed that a significant proportion expressed concerns about the potential for de-
creased empathy resulting from AI integration. Counterintuitively, some research suggests that AI, partic-
ularly virtual reality (VR), can be leveraged to cultivate empathy. Huang-Li Lin et al. [27] found that a VR 
experience simulating the daily life of a depressed medical student led to a significant increase in perspec-
tive-taking and compassionate care among medical students. This highlights the potential for AI tools to be 
designed to foster empathy, emphasizing the need for careful consideration of potential unintended conse-
quences and the integration of humanistic elements into AI-assisted training.

Finally, Accessibility and Equity in Access to AI-Based Medical Education must be addressed to prevent 
the exacerbation of existing disparities. Ensuring that all students, regardless of socioeconomic background, 
geographic location, or institutional resources, have equitable access to these advanced learning tools is par-
amount. Without careful planning and resource allocation, AI-based medical education could create a dig-
ital divide, disproportionately benefiting privileged students. Strategies to promote equitable access, such 
as subsidized access to AI platforms, the development of low-cost or open-source alternatives, and training 
programs for educators in resource-limited settings, are crucial for realizing the full potential of AI in medi-
cal education while upholding ethical principles of fairness and inclusion.

Future Directions and Research Opportunities

The future of medical education is inextricably linked to the advancement and integration of artificial in-
telligence. Several key areas warrant further exploration to fully realize the potential of AI in this domain.

One promising avenue lies in synergizing AI with emerging technologies like virtual reality (VR) and 
augmented reality (AR). This convergence is poised to revolutionize medical education by offering im-
mersive and interactive learning experiences [55, 57]. These technologies can create realistic simulations of 
medical scenarios, affording students opportunities to practice clinical skills in a safe and controlled envi-
ronment. For instance, VR can simulate surgical procedures, providing trainees with hands-on experience 
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without the inherent risks of real-life operations. Complementarily, AR can overlay digital information onto 
the real world, enriching anatomy lessons or guiding students through intricate medical procedures [28]. The 
increasing emphasis on digital transformation in education, as exemplified by China's "14th Five-Year Plan 
for the Development of the Publishing Industry" [29], underscores the growing recognition of the value of in-
tegrating VR and AR into learning environments.

Another critical area for development is the creation of AI-based adaptive learning systems tailored to 
individual student needs [61, 62]. These systems leverage student performance data to generate customized 
learning pathways, ensuring students receive content at a pace and level of complexity that aligns with their 
individual understanding [30]. Research suggests that this personalized approach can significantly enhance 
student engagement and academic performance [30]. The principle of teaching according to the student’s 
ability is central to this approach, as highlighted by Li et al. in the context of language teaching [31]. Further-
more, studies such as Dabingaya's work in mathematics education [32] demonstrate that AI-powered adaptive 
learning systems can lead to greater engagement metrics and improved competency.

However, the successful implementation of AI in medical education hinges on understanding and ad-
dressing the complex interplay between AI and human interaction. Research is needed to determine the op-
timal balance, ensuring that AI tools complement, rather than replace, traditional human-led instruction and 
mentorship [33]. As Malerbi et al. emphasize, healthcare professionals require skills in human-machine inter-
action to promote the safe and effective implementation of AI in healthcare [34]. Over-reliance on AI without 
adequate human oversight could raise ethical concerns and potentially diminish the crucial doctor-patient 
relationship [33]. Therefore, future research must prioritize identifying strategies for seamlessly integrating 
AI tools into medical education in a way that preserves the essential elements of human guidance and men-
torship.

Conclusion
In conclusion, this review highlights the transformative potential of AI in medical education and training, 

showcasing its diverse applications in surgical simulation, diagnostic training, personalized learning, med-
ical image analysis, and clinical skills development. The effectiveness of AI-assisted learning is evident in 
enhanced knowledge acquisition, improved clinical skills, and increased learning efficiency, though careful 
consideration must be given to ethical implications, including data privacy, algorithmic bias, and the preser-
vation of human oversight and empathy. As AI continues to evolve, addressing these ethical challenges and 
ensuring equitable access are paramount to responsible implementation.

Looking ahead, the future of medical education lies in the seamless integration of AI with emerging 
technologies like VR/AR, the development of personalized adaptive learning systems, and a deeper under-
standing of the optimal balance between AI and human interaction. By embracing these advancements and 
fostering a collaborative approach between educators, technologists, and ethicists, we can unlock the full 
potential of AI to cultivate a new generation of highly skilled, compassionate, and ethically grounded med-
ical professionals, ultimately leading to improved patient care and a more equitable healthcare system for 
all.
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Abstract
This review explores AI’s applications in public health, focusing on epidemic monitoring, epidemiological 
analysis, and health management, alongside key challenges and future directions. In epidemic monitoring, 
AI enables early detection and prediction: social media data powers systems like WHO’s EARS (analyz-
ing multilingual COVID-19 narratives with superior precision); AI processes news articles to spot outbreak 
signals (while addressing misinformation); mobility data analysis via GPT/GCNs improves disease spread 
forecasting; and anomaly detection (e.g., Siamese neural networks on ECG data) identifies unusual healthcare 
patterns signaling outbreaks. For epidemiological analysis, AI advances understanding of disease dynamics: 
Gaussian Mixture models cluster COVID-19 cases to reveal hotspots; causal inference techniques (aided by 
XAI) uncover disease-risk factor links; multi-factor AI models personalize risk stratification (e.g., HIV preven-
tion, cardiac plaque assessment); and BRBFNs/neural networks model transmission (e.g., COVID-19, TB) to 
optimize controls. In health management, AI enhances care delivery: deep learning aids early diagnosis (e.g., 
graph networks for cervical cancer, retinal analysis for glaucoma); AI integrates multi-omics/clinical data for 
personalized treatments (e.g., oncology biomarkers, stroke outcome prediction); RPM systems (sensors, voice 
chatbots) enable remote monitoring; and AI-driven platforms boost public health education (e.g., adolescent 
behavior interventions). Challenges include data privacy (needing robust cybersecurity), algorithmic bias 
(requiring diverse datasets/audits), and ethical concerns (upholding equity/transparency). Future directions in-
volve AI in drug development, workforce training, and fostering multidisciplinary collaboration to unlock AI’s 
full potential for equitable public health improvement.

Key words: artificial intelligence； public health； epidemiology； health management
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Introduction
Artificial intelligence (AI) is rapidly transforming various sectors, and public health is no exception. Its 

potential to revolutionize epidemic monitoring, epidemiological analysis, and health management is garner-
ing increasing attention. From early detection of outbreaks to personalized treatment recommendations, AI 
offers unprecedented opportunities to improve population health outcomes. However, realizing this potential 
requires careful consideration of the challenges associated with data privacy, algorithmic bias, and ethical 
implementation. This review aims to provide a comprehensive overview of AI applications in public health, 
focusing on three key areas: epidemic monitoring, epidemiological analysis, and health management.

First, we will explore AI-driven epidemic monitoring, examining how AI can enhance early warning sys-
tems using social media data, analyze news articles for outbreak detection, predict disease spread through 
mobility data analysis, and identify outbreaks through anomaly detection in healthcare data. This section 
will highlight the potential of AI to accelerate outbreak response and mitigate the impact of epidemics.

Next, the review will delve into the role of AI in epidemiological analysis. This includes identifying 
disease clusters and spatial-temporal patterns, assisting in causal inference studies, enabling personalized 
risk assessment, and modeling disease transmission dynamics. This section showcases how AI can provide 
deeper insights into disease dynamics and risk factors, informing targeted interventions.

The third section will focus on AI in health management, exploring its applications in diagnostic tools for 
disease screening, personalized treatment recommendations, remote patient monitoring, and public health 
education. This part illustrates how AI can improve healthcare delivery, enhance patient outcomes, and pro-
mote healthier behaviors.

Finally, the review will address the challenges and future directions of AI in public health, including data 
privacy concerns, algorithmic bias, ethical considerations, and future research needs. By addressing these 
challenges, we can pave the way for responsible and effective implementation of AI in public health, maxi-
mizing its benefits while minimizing potential risks. This review seeks to provide a balanced perspective on 
the transformative potential of AI in public health, emphasizing both its opportunities and the critical need 
for careful planning and ethical oversight.

AI-Driven Epidemic Monitoring: Early Detection and Prediction
The application of artificial intelligence (AI) is revolutionizing epidemic monitoring through early de-

tection and prediction capabilities. AI-driven systems are being deployed across diverse data streams, from 
social media to healthcare records, to provide timely and accurate insights into emerging health threats.

One crucial area is the development of AI-driven early warning systems that leverage the wealth of data 
available on social media platforms. The underlying assumption is that online user behavior, including 
search queries and social media posts, can serve as leading indicators of an impending epidemic [1]. As Ar-
slan and Benke [1] point out, individuals often seek information about medical symptoms online, making 
social media a valuable resource for tracking disease incidence, as demonstrated during the COVID-19 
pandemic. The World Health Organization (WHO) developed the Early Artificial Intelligence–Supported 
Response with Social Listening (EARS) platform to analyze COVID-19 narratives from web-based conver-
sations in multiple languages [2]. The machine learning algorithm used in EARS demonstrated superior pre-
cision and recall compared to traditional Boolean search filters, highlighting AI's effectiveness in processing 
vast amounts of digital social data during an infodemic [2]. Beyond infectious diseases, Convolutional Neu-
ral Networks (CNNs) are also being utilized to analyze social media data for patterns indicative of mental 
health conditions, enabling early detection and personalized interventions [6].

Complementing social media analysis, AI algorithms also play a vital role in outbreak detection by rapid-
ly processing and synthesizing information from news articles and online reports. The digital age has trans-
formed news dissemination, making it faster and more accessible [4]. AI algorithms can sift through these 
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diverse sources, identifying unusual patterns, keywords, or events that may signal the start of an outbreak. 
These systems analyze content, location, and time of reports to provide early warnings, enabling public 
health officials to respond more effectively. It is worth noting that the proliferation of online news also 
brings the challenge of misinformation, which AI can also help to detect [4].

Furthermore, AI is increasingly employed to predict disease spread by analyzing mobility data, recog-
nizing that human movement patterns are critical drivers of epidemic dynamics. By integrating AI with 
mobility data, researchers can develop more accurate and timely predictions of disease transmission [7]. For 
instance, Riccardo Corrias et al. [6] explored the use of General Purpose Transformers (GPT) and Graph 
Convolutional Networks (GCNs) for next-place prediction, a key factor in estimating human mobility pat-
terns and managing disease spread. Their findings suggest that these AI methods hold significant potential 
to surpass current approaches in mobility prediction [6].

Finally, AI-based anomaly detection in healthcare data is crucial for early outbreak identification. These 
systems utilize machine learning algorithms to analyze vast amounts of healthcare data, including elec-
tronic health records and diagnostic test results, to identify unusual patterns or deviations from the norm 
that might indicate the emergence of a disease cluster or public health threat. Siamese neural networks, for 
example, can use ECG data from mobile devices to serve as both a medical test and biometric identifier, po-
tentially flagging anomalies in cardiac health outside of traditional healthcare settings [7]. Moreover, anoma-
ly detection techniques can identify unusual measurements and consumptions, intrusions, and electrical data 

[8]. Durgesh Samariya et al. [9] developed a framework that detects anomalies in healthcare data and provides 
explanations for why they are considered anomalies by detecting outlying aspects.

AI in Epidemiological Analysis: Understanding Disease Dynamics and Risk 
Factors

AI is revolutionizing epidemiological analysis, providing powerful tools to understand disease dynamics 
and identify critical risk factors. This extends beyond traditional statistical methods, enabling researchers to 
uncover complex relationships and patterns within large, heterogeneous datasets.

One significant application lies in identifying disease clusters and spatial-temporal patterns. AI algo-
rithms can analyze geographical and temporal data to pinpoint areas with unusually high disease incidence, 
revealing potential hotspots and informing targeted interventions. For example, unsupervised Gaussian 
Mixture models have been successfully employed to cluster COVID-19 cases in South Africa, exposing 
location-specific virus dynamics during the first and second waves of the epidemic [10]. This granular level 
of analysis allows for the quantification of cluster severity, progression, and the identification of potential 
drivers of transmission. Similarly, AI-powered software like MATCH-AI can model subdistrict tuberculosis 
(TB) prevalence, identifying potential disease hotspots and potentially improving the effectiveness of active 
case finding efforts [11]. These spatial-temporal insights are crucial for resource allocation and focused public 
health responses.

Building upon the identification of patterns, AI is also being leveraged for AI-assisted causal inference in 
epidemiological studies. Moving beyond simple correlations, these techniques aim to elucidate the underly-
ing causal mechanisms driving disease patterns [12]. Determining cause-and-effect relationships is paramount 
for designing effective public health interventions. AI techniques, including causal discovery methods, 
enable researchers to analyze large observational datasets to identify potential causal links between risk 
factors and health outcomes [13]. Explainable AI (XAI) techniques further enhance this process by providing 
insights into the reasoning behind AI's conclusions, improving trust and interpretability [14]. By articulating 
causal models that accurately describe the phenomena under investigation, AI can better predict the out-
comes of potential interventions, leading to more effective public health strategies.

The insights gained from causal inference can then be applied to AI for personalized risk assessment 
and stratification. Recognizing that individuals have varying susceptibilities and responses to disease, AI 
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algorithms can analyze a multitude of factors – epidemiological, behavioral, socioeconomic, and even mo-
lecular – to tailor risk assessments and interventions [15]. In HIV prevention, AI can analyze large datasets 
to personalize risk reduction strategies based on individual circumstances [15]. In cardiology, AI-enhanced 
software applied to cardiac CT scans can identify high-risk coronary plaques, even when non-obstructive, 
leading to more accurate and personalized risk assessments [16]. The integration of multi-omics data, such as 
metabolomics and microbiomics, with machine learning holds promise for even more refined risk assess-
ments, as demonstrated by potential applications in early COVID-19 diagnosis and patient management [17]. 
Furthermore, in early breast cancer, AI techniques are being integrated with histopathological and molecu-
lar biomarkers to refine risk stratification and personalize treatment decisions [18].

Finally, AI plays a critical role in AI-driven modeling of disease transmission dynamics. These models 
provide valuable insights into how infectious diseases spread and how control measures can be optimized. 
For instance, Bayesian-regularization backpropagation networks (BRBFNs) have been used to predict the 
transmission dynamics of COVID-19, leveraging fractional numerical methods [19]. Similarly, AI and neural 
networks have been used to develop geospatial models of TB transmission, enabling detailed assessment 
and analysis of disease spread and the development of targeted prevention strategies [20]. These sophisticat-
ed models can integrate various factors, including interpersonal contacts, place of residence, and modes of 
transport, providing a more comprehensive understanding of disease dynamics and informing the develop-
ment of effective control strategies [20].

AI in Health Management: Improving Healthcare Delivery and Patient 
Outcomes

AI is rapidly reshaping health management, offering innovative solutions to enhance healthcare delivery 
and improve patient outcomes across various domains. This includes revolutionizing diagnostic processes, 
personalizing treatment strategies, enabling remote patient monitoring, and transforming public health edu-
cation.

AI-powered diagnostic tools are at the forefront of this transformation, promising earlier and more ac-
curate disease detection [21]. By leveraging sophisticated deep learning algorithms, these tools can analyze 
complex medical images, clinical data, and other relevant information to assist healthcare professionals in 
identifying diseases at their nascent stages. For instance, AI is being utilized to develop automated diag-
nostic systems for cervical cancer screening, with studies demonstrating remarkable accuracy in classifying 
cervical cell types using graph convolution networks [22]. Similarly, AI systems are showing promise in the 
early detection of lung cancer through the analysis of chest X-ray and CT images, aiding in the identifica-
tion of subtle pulmonary nodules [57, 58]. The application of AI extends to ophthalmology, where algorithms 
can analyze retinal photographs and synthesize risk factors to identify individuals at high risk of glaucoma 
[23]. Furthermore, AI is being deployed in cardiovascular disease screening for women, leveraging extensive 
datasets to facilitate risk assessment and enable tailored preventive interventions [24].

Beyond diagnostics, AI is also revolutionizing personalized treatment recommendations and precision 
medicine. By harnessing the power of big data, AI algorithms can dissect the complexities of diseases and 
individual patient characteristics [25]. In oncology, AI can analyze diverse data types, including genomics, 
transcriptomics, proteomics, radiomics, and digital pathology images, to pinpoint novel biomarkers for 
tumor screening, detection, diagnosis, and prognosis prediction. This ultimately paves the way for tailored 
treatment strategies and improved clinical outcomes [42, 46, 51]. AI-assisted tumor characterization, encompass-
ing automated image interpretation and tumor segmentation, enhances diagnostic processes by providing 
a precise and detailed assessment of individual clinical profiles [26]. The impact of AI is also being felt in 
cardiovascular medicine, where it is increasingly applied to improve diagnosis, prognosis, risk prediction, 
stratification, and treatment planning [27]. Machine learning models, such as logistic regression, random 
forest, and deep learning models, are employed to analyze electronic health records, imaging data, and 
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omics data to identify individuals at high risk of developing cardiovascular diseases [27]. In stroke outcome 
research, AI approaches hold the potential to compute single-patient predictions in the acute, subacute, and 
chronic stages, considering a multitude of factors, including demographic, clinical, electrophysiological, 
and imaging data [28].

The integration of AI into remote patient monitoring (RPM) and telehealth has further transformed health-
care delivery, particularly in the wake of the COVID-19 pandemic [43, 50]. These technologies facilitate easy 
access to patient data and enable the delivery of high-quality care at a reduced cost [29]. Intelligent Remote 
Patient Activity Tracking Systems, for example, can monitor patient activities and vital signs using attached 
sensors, employing machine learning models to track activities like running, sleeping, walking, and exer-
cising, along with vitals such as body temperature and heart rate [29]. Moreover, AI-driven voice technology, 
such as voice chatbots, is being implemented to enhance telehealth solutions, enabling automatic acute care 
triaging and chronic disease management, including remote monitoring and preventive care [30]. Studies 
have demonstrated that multi-vital AI-based software platforms can strongly correlate vital parameters and 
ECG measures, further supporting the use of remote monitoring technology in patient care [31].

Finally, AI is playing an increasingly important role in public health education and behavior change inter-
ventions. Digital learning platforms are being reimagined to promote healthier behaviors and lifestyles [32]. 
These platforms can enhance behavior change communication by increasing engagement in public health 
education initiatives [32]. A framework has been proposed for leveraging AI to improve digital health be-
havior change interventions (DHBCI) for adolescent risky behaviors, focusing on measuring and modeling 
adolescent engagement, optimizing existing interventions, and generating novel approaches [33].

Challenges and Future Directions
The integration of artificial intelligence (AI) into public health presents a transformative opportunity, yet 

it simultaneously introduces a complex array of challenges that must be addressed to ensure responsible and 
effective implementation. These challenges span data privacy and security, algorithmic bias and fairness, 
ethical considerations, and the need for ongoing research and development.

Data privacy and security are paramount when deploying AI in public health. The extensive collection, 
storage, and analysis of sensitive patient data inherent in AI applications create significant vulnerabilities 
to privacy breaches and potential misuse [61, 62]. As the role of private entities, corporations, healthcare pro-
viders, and public bodies in handling patient health information expands, so too does the risk of privacy 
violations and data security compromises [34]. Furthermore, advancements in re-identification algorithms 
can undermine traditional de-identification methods, further jeopardizing patient confidentiality [34]. To miti-
gate these risks, robust cybersecurity measures, clearly defined ethical guidelines, and comprehensive legal 
frameworks are essential [35].

Beyond data protection, ensuring fairness and mitigating bias in AI algorithms is crucial. AI algorithms 
can inadvertently perpetuate and even amplify existing health disparities if trained on biased data or de-
signed without careful consideration of equitable outcomes [36]. For instance, a diagnostic tool trained pre-
dominantly on data from a specific demographic group may exhibit reduced accuracy when applied to in-
dividuals from other populations, potentially leading to misdiagnosis or unequal access to appropriate care 
[37]. Evidence suggests that AI specialists themselves recognize the presence of bias in their development 
projects, often stemming from a lack of fair data, comprehensive guidelines, or sufficient knowledge [38]. 
The potential for biased AI systems to result in unfair user interactions and information distribution neces-
sitates proactive strategies to mitigate bias. These strategies include employing diverse and representative 
datasets, conducting rigorous algorithm audits, and establishing clear ethical guidelines to ensure equitable 
AI integration in public health [69, 63, 71].

Ethical considerations are at the forefront of responsible AI implementation in public health. A constel-
lation of ethical principles, including equity, bias mitigation, privacy, security, safety, transparency, con-
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fidentiality, accountability, social justice, and individual autonomy, demand careful consideration [39]. The 
multifaceted ethical challenges surrounding AI and machine learning in healthcare encompass privacy and 
data security, algorithmic bias, transparency, clinical validation, and professional responsibility [40]. Identify-
ing and addressing these ethical concerns is crucial for establishing comprehensive guidelines that promote 
responsible AI implementation in public health [39].

Looking ahead, the future of AI in public health holds significant promise, but realizing this potential 
requires addressing critical research needs and overcoming existing limitations. AI can dramatically accel-
erate the discovery of new chemicals and materials, impacting areas such as drug development and preci-
sion oncology [41]. Furthermore, the integration of AI into health workforce training programs can enhance 
the quality, consistency, and personalization of education [42]. However, realizing these benefits necessitates 
addressing ethical concerns related to privacy and data ownership, as well as technical constraints such as 
limited computational resources [43]. Fostering innovation, encouraging multidisciplinary collaboration, and 
promoting open data science are crucial steps toward fully harnessing the power of AI to improve public 
health outcomes [43].

Conclusion
In summary, this review has highlighted the transformative potential of AI across various facets of public 

health, from revolutionizing epidemic monitoring and deepening epidemiological analysis to optimizing 
health management strategies. AI-driven systems are enhancing early warning systems, identifying disease 
clusters, personalizing risk assessments, and improving healthcare delivery, ultimately contributing to better 
population health outcomes. Addressing the challenges surrounding data privacy, algorithmic bias, and ethi-
cal implementation is paramount to ensure that AI is deployed responsibly and equitably.

As we look to the future, the continued advancement and integration of AI in public health holds im-
mense promise. By fostering innovation, promoting multidisciplinary collaboration, and prioritizing ethical 
considerations, we can unlock the full potential of AI to create a healthier and more equitable world. This 
requires a proactive approach to research and development, focusing on addressing existing limitations and 
exploring new opportunities for AI to improve public health outcomes. The journey towards a future where 
AI seamlessly supports and enhances public health initiatives is one that demands continuous learning, ad-
aptation, and a steadfast commitment to ethical principles.
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Abstract
This review explores AI’s transformative role in precision medicine, focusing on disease prediction, person-
alized treatment, and drug discovery. In disease prediction, AI uses EHRs, imaging, and multi-omics data to 
stratify risks: XGBoost outperforms traditional models in CVD risk prediction; deep learning enhances early 
cancer detection (e.g., oral cancer via histopathology images); multi-omics integration aids neurodegenerative 
disease forecasting; and GCNs predict infectious outbreaks via real-time keyword analysis. For personalized 
treatment, AI tailors strategies: it analyzes genomic profiles to guide cancer therapy (e.g., identifying HER2 
activation in CDK4/6i-resistant breast cancer); PK/PD modeling optimizes drug dosages (e.g., rituximab in 
nephropathy); it refines clinical trial patient selection (e.g., ASM choice for epilepsy); improves mental health 
diagnosis/treatment; and designs personalized stroke rehabilitation via wearable sensor data. In drug discovery, 
AI accelerates the pipeline: it identifies targets (e.g., SSO binding sites in triple-negative breast cancer); virtual 
screening (e.g., DeepDock for JAK3 inhibitors) and de novo design (e.g., CLMs for PI3Kγ inhibitors) find lead 
compounds; MIFAM-DTI predicts drug-target interactions; AI optimizes clinical trial design; and it enables 
drug repurposing (e.g., identifying fibrosis-related drugs via EHRs). Key challenges include data privacy (ad-
dressed via blockchain/SecPri-BGMPOP), algorithmic bias (needing diverse datasets), explainable AI (critical 
for CDSS trust), and multi-omics integration. AI-driven precision medicine promises proactive, personalized 
healthcare, requiring collaboration across stakeholders for ethical implementation.

Key words: artificial intelligence； disease prediction； personalized treatment； drug discovery
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Introduction
Precision medicine, an approach to healthcare that tailors medical treatment to the individual characteris-

tics of each patient, holds immense potential for revolutionizing disease management. By considering fac-
tors like genetics, lifestyle, and environment, precision medicine aims to deliver the right treatment to the 
right patient at the right time. Complementing this paradigm shift is the rapid advancement of artificial in-
telligence (AI) and machine learning (ML) techniques, which are increasingly being integrated into various 
aspects of healthcare. AI's ability to analyze vast datasets, identify patterns, and make predictions is proving 
invaluable in overcoming the limitations of traditional medical approaches. This literature review explores 
the transformative impact of AI on precision medicine, specifically focusing on its applications in disease 
prediction, personalized treatment strategies, and drug discovery.

This review will demonstrate how AI is revolutionizing precision medicine by enhancing disease predic-
tion, personalizing treatment strategies, and accelerating drug discovery, ultimately leading to improved 
patient outcomes. To support this central argument, the review is structured into several key sections. First, 
we will examine AI's role in AI-Enhanced Disease Prediction and Risk Stratification, highlighting its ca-
pabilities in predicting cardiovascular disease risk, early cancer detection, forecasting neurodegenerative 
disease onset, and anticipating infectious disease outbreaks. This section will showcase how AI algorithms, 
leveraging electronic health records, medical imaging, and multi-omics data, can identify individuals at 
high risk, enabling proactive interventions. Second, the review will delve into AI-Powered Personalized 
Treatment Strategies, exploring AI-driven personalized cancer therapy, optimization of drug dosage, AI-as-
sisted patient selection for clinical trials, personalized mental healthcare, and AI-enabled personalized 
rehabilitation programs. This section will illustrate how AI can tailor treatment plans based on individual 
patient profiles, maximizing therapeutic efficacy and minimizing adverse effects. Third, we will discuss AI's 
Role in Accelerating Drug Discovery and Development, focusing on AI-driven target identification, virtual 
screening for lead compounds, prediction of drug-target interactions, optimization of clinical trial design, 
and drug repurposing. This section will demonstrate how AI can expedite the drug development pipeline, 
reducing costs and time-to-market for novel therapies. Finally, the review will address the Challenges and 
Future Directions of AI in Precision Medicine, including data privacy concerns, algorithmic bias, the need 
for explainable AI, and the integration of multi-omics data. By addressing these challenges, we can pave the 
way for the ethical and effective implementation of AI in precision medicine, realizing its full potential to 
improve patient care.

AI-Enhanced Disease Prediction and Risk Stratification
The application of artificial intelligence (AI) and machine learning (ML) is revolutionizing disease pre-

diction and risk stratification, offering unprecedented opportunities for proactive healthcare management. 
By harnessing the power of data analytics, AI algorithms can identify individuals at high risk for various 
diseases, enabling timely interventions and personalized prevention strategies.

Machine learning models are increasingly being applied to electronic health records (EHRs) to predict 
cardiovascular disease (CVD) risk, offering the potential for improved preventative healthcare strategies [1]. 
These models leverage the wealth of longitudinal data within EHRs, including demographics, medication 
history, lab results (lipids, glucose, renal function), and clinical measurements (blood pressure, BMI), to 
identify individuals at high risk of developing CVD [2]. For example, the eXtreme Gradient boosting (XG-
Boost) algorithm has demonstrated superior performance in ASCVD risk prediction compared to traditional 
Cox models, achieving a higher C-statistic [2]. Furthermore, risk models tailored to specific populations, in-
corporating time-variable information such as medication adherence, have shown improved accuracy over 
existing benchmark risk scores [3]. These advancements underscore the importance of considering genetic 
predispositions, lifestyle choices, and clinical markers as influential contributors to CVD development [1].

Beyond cardiovascular health, AI is transforming cancer detection through the analysis of medical im-
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aging data, offering the potential for earlier and more accurate diagnoses [2, 5]. AI algorithms can learn from 
vast image datasets to automatically recognize, segment, and diagnose tumor lesions, improving efficiency 
and accuracy in imaging diagnosis [4]. Meta-analyses have revealed high sensitivity and specificity for AI 
models in detecting various cancers, such as lymphoma, suggesting their utility as diagnostic tools [5]. Deep 
learning architectures, particularly convolutional neural networks applied to histopathological images, have 
also demonstrated exceptional diagnostic performance in detecting oral potentially malignant disorders and 
oral cancer [6].

The predictive power of AI extends to neurodegenerative diseases, where it is being leveraged to analyze 
complex multi-omics data for early prediction and diagnosis [7]. The integration of genomics, proteomics, 
and metabolomics data, alongside neuroimaging and electronic health records, provides a comprehensive 
view of the patient. Deep learning methods can then exploit this information to identify multi-modal bio-
markers that facilitate the development of personalized treatments, early diagnostic tools, and strategies for 
drug discovery and repurposing [7]. The integration of omics data with clinical parameters has been shown 
to improve the performance of AI models in diagnosis and risk stratification [8]. For instance, integrating 
metabolomic data with clinical scores has drastically improved the area under the curve in predicting 
non-malignant liver diseases [8]. This highlights the potential of multi-omics data, when combined with AI, 
to enhance the prediction of disease onset and progression, paving the way for more effective interventions 
in neurodegenerative conditions [8].

Finally, AI is proving to be a valuable tool for predicting infectious disease outbreaks and enhancing pan-
demic preparedness [9]. AI-driven surveillance can improve early warning systems for emerging infectious 
diseases by automatically filtering and updating search engine keywords in real-time [10]. Graph convolu-
tion network (GCN) models, for example, have been used to select search engine keywords automatically, 
successfully predicting daily case numbers and detecting early signals during outbreaks [10]. The integration 
of modern technologies, such as AI and big data analytics, enhances both active and passive surveillance 
efforts by improving the accuracy and speed of data collection, analysis, and reporting [11].

AI-Powered Personalized Treatment Strategies
The advent of artificial intelligence (AI) is revolutionizing healthcare, particularly in the development of 

personalized treatment strategies tailored to individual patient characteristics. This paradigm shift promises 
to enhance therapeutic efficacy and minimize adverse effects across a spectrum of diseases.

AI is increasingly instrumental in personalizing cancer therapy through the analysis of individual ge-
nomic and transcriptomic profiles [12]. By dissecting specific mutations, gene expression patterns, and other 
molecular signatures, AI algorithms can predict a patient's likely response to various treatments, guiding the 
selection of the most effective therapeutic approach [23, 28]. Zañudo et al., in a phase Ib/IIa trial involving ex-
emestane plus everolimus and palbociclib for CDK4/6i-resistant metastatic breast cancer, demonstrated the 
power of multi-omics data in identifying resistance mechanisms, such as the convergent evolution of HER2 
activation and BRAFV600E [12]. This suggests that comprehensive sequencing may identify patients most 
likely to benefit from CDK4/6i therapies. Similarly, Boucai et al. observed that exceptional responders to 
radioiodine (RAI) treatment for metastatic thyroid cancer exhibited lower MAPK transcriptional output and 
a higher thyroid differentiation score compared to non-responders, underscoring the potential of molecular 
profiling to predict RAI therapy response [13]. These findings illustrate the capacity of AI to refine cancer 
treatment decisions based on the unique molecular landscape of each patient.

Beyond oncology, AI-driven pharmacokinetic (PK) and pharmacodynamic (PD) modeling is emerging 
as a potent tool for optimizing drug dosage and treatment regimens [26, 45]. By analyzing extensive biologi-
cal data, including genomics and proteomics, AI algorithms can predict drug release profiles, incorporate 
patient-specific factors, and optimize dosage regimens to achieve tailored and effective therapies [22, 26]. The 
work of Liang et al., who established a population PK/PD model for rituximab in primary membranous 
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nephropathy, exemplifies this approach. Their model demonstrated the potential to optimize dosing based 
on a monthly mini-dose, which showed comparable efficacy to standard dosages but with a significantly 
decreased cumulative dosage and safety risk [14]. Further illustrating this point, Chen et al. developed a PK 
model for teicoplanin in septic patients, revealing that standard doses may result in undertherapeutic con-
centrations and suggesting alternative dosing regimens to achieve optimal PK/PD parameters [15]. These ex-
amples highlight how AI can accelerate dosage optimization, reduce development costs, and improve treat-
ment outcomes by predicting drug-target interactions, personalizing medicine approaches, and optimizing 
research and development processes [26, 45].

The application of AI extends to optimizing patient selection for clinical trials by predicting individual 
treatment responses [16]. Recognizing that individuals often respond differently to treatments than what is 
reported in clinical trials, AI offers a solution by analyzing large datasets and identifying subtle factors that 
may influence treatment outcomes [43, 44]. In the context of antiseizure medications (ASMs) for epilepsy, AI, 
particularly deep machine learning, holds promise for aiding in the individualized selection of the first and 
subsequent ASMs, potentially reducing the number of ineffective treatments a patient endures [17]. Likewise, 
in assisted reproductive technology (ART), AI has demonstrated potential for optimization and personaliza-
tion of key steps, including drug selection and dosing, to improve the overall efficacy and safety of ART [18].

Personalized approaches are also being realized in mental healthcare, with AI playing a key role in im-
proving diagnosis and treatment recommendations [19]. Machine learning and deep learning, subsets of AI, 
have demonstrated the ability to analyze mental health datasets and identify patterns associated with various 
mental health problems, which can improve treatment planning by predicting an individual’s response to 
different interventions [19]. Predictive analytics, leveraging historical data to formulate preventative interven-
tions, aligns with the move toward individualized and preventive mental healthcare [19].

Finally, AI is transforming stroke rehabilitation by enabling personalized programs tailored to individual 
patient needs [30, 38]. These programs leverage AI algorithms to analyze patient data, including medical histo-
ry, imaging results, and sensor data from wearable devices, to design customized rehabilitation plans [20]. In-
terpretable machine learning frameworks can distinguish between the myoelectric patterns of stroke patients 
and healthy individuals, identifying potential gait impairments and providing reliable EMG biomarkers to 
manage post-stroke rehabilitation [21]. As Jyotismita Chaki et al. highlight, AI-based intelligent systems can 
assist post-stroke patients in rehabilitation, offering a more favorable approach compared to manual diagno-
sis [22].

AI's Role in Accelerating Drug Discovery and Development
AI is poised to revolutionize the pharmaceutical industry, particularly in accelerating drug discovery and 

development. Its capacity to process and analyze vast datasets, identify patterns, and generate novel insights 
is transforming traditional approaches, offering the potential to significantly reduce the time and cost asso-
ciated with bringing new therapies to market.

AI is revolutionizing the initial stages of drug discovery by accelerating target identification and valida-
tion [23]. Traditional methods of identifying drug targets are often time-consuming and resource-intensive. AI 
algorithms, particularly those leveraging network biology and machine learning, can analyze vast biological 
networks to pinpoint key components involved in disease pathways, thus revealing potential therapeutic 
targets [24]. For example, AI can analyze multi-omics data (genomics, transcriptomics, proteomics) to iden-
tify genes or proteins that are significantly dysregulated in disease states [25]. Furthermore, AI can predict 
the structures of proteins to design drug molecules [26]. The power of AI in this domain is exemplified by 
the work of Fronk et al., who demonstrated the use of AI/ML to identify modulatory splice-switching oli-
gonucleotide (SSO) binding sites on pre-mRNA, ultimately leading to the discovery of a novel target in tri-
ple-negative breast cancer [25]. These AI-designed SSOs decreased the proliferative and migratory behavior 
of TNBC cells, showcasing the potential of AI to extract actionable insights from RNA-seq data [25].
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Building upon the identification of promising targets, AI-based virtual screening and de novo drug 
design are revolutionizing the process of lead compound discovery. Virtual screening employs compu-
tational algorithms to sift through vast libraries of chemical compounds, predicting their binding affinity 
and activity against a specific drug target [27]. This approach significantly accelerates the identification of 
potential drug candidates and reduces the reliance on traditional, time-consuming methods. The effective-
ness of virtual screening is illustrated by Tajane et al.'s work, which utilized ligand-based virtual screening 
and molecular docking to identify a lead compound, N-(2, 4, 6-trimethylphenyl) phenanthridin-6-amine 
(MCULE-1492185963-0), with superior binding characteristics to silmitasertib, a known CK2 inhibitor, for 
cholangiocarcinoma treatment [27]. Similarly, Wei et al. employed a structure-based hybrid high-throughput 
virtual screening (HTVS) protocol combined with the DeepDock algorithm to identify novel JAK3 inhib-
itors [28]. They identified compound 8, demonstrating inhibitory potency against JAK3 and the MOLM-16 
cell line, showcasing the potential of virtual screening to identify novel scaffolds [28]. De novo drug design, 
on the other hand, leverages AI to generate entirely new molecular structures with desired properties, ef-
fectively expanding the chemical space beyond known compounds. Moret et al. demonstrated the de novo 
design of phosphoinositide 3-kinase gamma (PI3Kγ) inhibitors using generative chemical language models 
(CLMs) [29]. Their approach involved creating a virtual compound library and refining it using a CLM-based 
classifier for bioactivity prediction, ultimately leading to the identification of a novel PI3Kγ ligand with 
sub-micromolar activity [29]. These AI-driven approaches not only accelerate the drug discovery process but 
also offer the potential to identify novel drug candidates with improved efficacy and reduced toxicity.

Beyond identifying and designing potential drug candidates, AI and machine learning are playing an in-
creasingly vital role in predicting drug-target interactions (DTIs) and off-target effects, which are crucial 
for both drug discovery and drug repurposing [48, 50]. Several computational methods, like DTI-Voodoo, are 
being developed to combine molecular features and phenotypic effects of drugs with protein-protein inter-
action networks, using graph convolutional neural networks to predict DTIs [30]. The Multi-source Informa-
tion Fusion and Attention Mechanism for Drug-Target Interaction (MIFAM-DTI) method exemplifies this 
approach, integrating multi-source information, including physicochemical properties and molecular finger-
prints of drugs, along with dipeptide composition and Evolutionary Scale Modeling features of targets, to 
predict DTIs with improved accuracy [31]. These models often employ techniques like graph attention net-
works and multi-head self-attention to capture complex relationships within the data [31].

The application of AI extends to optimizing clinical trial design and patient recruitment, key bottlenecks 
in drug development [61, 63]. By analyzing vast datasets, including electronic health records and clinical trial 
data, AI can identify patient subgroups most likely to respond to a specific drug, improving patient selection 
and trial success rates [32]. This targeted approach not only accelerates the drug development process but also 
contributes to personalized medicine [32]. The integration of AI into in silico clinical trials can improve data 
analysis, modeling and simulation, personalized medicine approaches, trial design optimization, and virtual 
patient generation [33]. Vij et al. proposed the Drug Development based on Artificial Intelligence (DD-AI) 
framework, leveraging AI-driven algorithms and machine learning models to enhance the identification and 
optimization of drug candidates, predict clinical trial outcomes, and personalize patient treatment plans [34].

Finally, AI is significantly impacting drug repurposing, offering a cost-effective and efficient strategy to 
identify new therapeutic uses for existing drugs [66, 68, 69]. By leveraging machine learning (ML) and AI tech-
niques on large datasets, researchers can accelerate the drug development process and reduce risks by com-
putationally identifying potential drug repurposing candidates [35]. The work of Shakibfar et al., who utilized 
Danish electronic healthcare records (EHRs) and AI to identify drugs associated with altered risk of surgery 
related to intestinal fibrosis in Crohn's disease patients, showcases the potential of AI in addressing unmet 
medical needs [36]. AI's ability to integrate vast amounts of data, including gene expression, drug-target bind-
ing, and clinical information, allows for the prediction of therapeutic relationships, such as identifying ex-
isting drugs for cancer treatment [37]. Tanoli et al. emphasize the importance of comprehensive target activity 
profiles in systematically repurposing drugs by extending their target profiles to include potent off-targets 
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with therapeutic potential for new indications [35]. Furthermore, Challa et al. highlight the synergistic poten-
tial of combining machine learning techniques with the knowledge of scientific and clinical experts to bal-
ance human knowledge and machine intelligence for drug repurposing in rare diseases [38].

Challenges and Future Directions of AI in Precision Medicine
The transformative potential of artificial intelligence (AI) in precision medicine is undeniable, yet its 

successful implementation hinges on addressing several critical challenges. These challenges span ethical, 
technical, and practical considerations, demanding careful attention to data privacy, algorithmic fairness, 
explainability, and comprehensive data integration.

Addressing data privacy and security constitutes a foundational requirement for AI-driven healthcare. The 
sensitivity of patient data necessitates robust protection mechanisms to foster trust and ensure regulatory 
compliance [39]. Concerns regarding the privacy and security of electronic health records (EHRs) are prev-
alent among both patients and the public [39]. Moreover, healthcare professionals may exhibit insufficient 
awareness of potential data security risks [39]. Blockchain technology offers a promising avenue for estab-
lishing trusted and auditable computing environments, thereby empowering patients with greater control 
over their healthcare information [40]. Furthermore, advanced techniques like SecPri-BGMPOP, leveraging 
Boost Graph Convolutional Network Clustering (BGCNC), have been proposed to enhance security and 
privacy within cloud-based environments [41].

Beyond data security, mitigating bias and ensuring fairness in AI algorithms are paramount. AI systems 
have the potential to perpetuate and even exacerbate existing health disparities if not designed and evaluat-
ed with meticulous care [72, 74]. Biases can originate from diverse sources, including biased data, algorithmic 
design choices, and human decision-making processes [42]. For instance, if training data predominantly rep-
resents a specific demographic group, the resulting AI model may exhibit suboptimal performance when 
applied to underrepresented populations, potentially leading to inaccurate diagnoses or inappropriate treat-
ment recommendations. Drukker et al. [43] highlighted five key stages in the medical imaging AI/ML pipe-
line where biases can be introduced: data collection, data preparation and annotation, model development, 
model evaluation, and model deployment. Overcoming these biases necessitates a multifaceted approach 
encompassing the use of diverse and representative datasets, the implementation of fairness-aware algo-
rithms, and rigorous testing and validation across various patient subgroups [72, 74].

The integration of AI into Clinical Decision Support Systems (CDSSs) presents another significant hur-
dle: the "black box" nature of many AI algorithms. This opacity raises concerns regarding trust and trans-
parency, thereby underscoring the critical need for Explainable AI (XAI) [44]. While AI-based CDSSs can 
effectively process vast amounts of data, the lack of transparency can compromise the reliability of their 
outputs [44]. This is particularly critical in high-stakes medical scenarios, such as emergency call centers 
where AI-powered CDSSs are employed to identify patients experiencing life-threatening cardiac arrest 
[45]. Amann et al. [45] emphasize that the value of explainability is contingent on factors such as technical 
feasibility, validation levels, context, the system's role in decision-making, and the key user groups. In this 
regard, Alabdulhafith et al. [46] provided model explanations to ensure efficiency, effectiveness, and trust in 
their developed model through local and global explanations.

Finally, realizing the full potential of AI-driven precision medicine requires the seamless integration of 
multi-omics data (genomics, transcriptomics, proteomics, metabolomics, etc.) with clinical information 
derived from electronic health records (EHRs) [47]. The exponential growth of omics data has spurred the 
development of numerous genetic databases, facilitating the clinical stratification of high-risk populations 
[48]. AI models are actively being developed to integrate this multi-modal biomedical data for data-driven 
knowledge discovery and causal inference, demonstrating promising results across a spectrum of biomedi-
cal and healthcare applications [47]. Health data analytics plays a crucial role in enabling precision medicine 
by harnessing diverse data sources, including genomic, clinical, and lifestyle information [49].
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Conclusion
In summary, this review has highlighted the profound impact of AI on precision medicine across disease 

prediction, personalized treatment strategies, and accelerated drug discovery. AI algorithms are demon-
strating remarkable capabilities in identifying high-risk individuals, tailoring therapies to individual patient 
profiles, and expediting the development of novel therapeutics. Addressing the challenges of data privacy, 
algorithmic bias, and the need for explainable AI is crucial for fostering trust and ensuring equitable access 
to the benefits of AI-driven precision medicine. The future of healthcare lies in the convergence of AI and 
precision medicine, promising a new era of proactive, personalized, and effective care. Realizing this vision 
requires sustained collaboration among researchers, clinicians, policymakers, and patients, coupled with a 
commitment to ethical considerations and continuous innovation. By embracing these principles, we can 
unlock the full potential of AI to transform healthcare and improve the lives of countless individuals, paving 
the way for a future where medicine is not just reactive but predictive, preventative, and precisely tailored 
to each unique patient.
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Abstract
This review examines the advances, challenges, and future directions of artificial intelligence (AI) in medi-
cal image diagnosis. Medical image diagnosis is vital for modern healthcare but faces bottlenecks like heavy 
workloads and potential human errors. AI, especially deep learning, has driven transformative progress: U-Net-
based models excel in medical image segmentation (e.g., multimodal imaging for soft tissue sarcoma); CNNs 
achieve high accuracy in disease detection (e.g., ~96.57% for TB in chest X-rays, 99.75% for brain tumor 
MRI); GANs generate synthetic data and enhance images (e.g., AM-CGAN for chest X-rays), with denoising 
diffusion models outperforming GANs in diversity/fidelity; Transformers (e.g., TransUNet) capture global 
features to improve segmentation. AI applications span modalities: chest X-rays for COVID-19 (sensitivity 
94.7%), MRI for brain tumors, CT for cardiovascular assessment, ultrasound for breast cancer, and retinal im-
aging for diabetic retinopathy. However, challenges persist: data bias affecting generalizability, "black-box" AI 
lacking interpretability, regulatory/ethical issues, and data privacy concerns. Future trends include federated 
learning for collaborative, privacy-preserving model training, AI-powered radiomics for personalized medi-
cine, AI integration into clinical workflows, and self-supervised learning to address limited labeled data. AI 
holds great promise for advancing precision healthcare and improving patient outcomes.

Key words: artificial intelligence； medical imaging； medical diagnosis； deep learning
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Introduction
Medical image diagnosis plays a pivotal role in modern healthcare, enabling early detection, accurate 

staging, and effective treatment planning for a wide range of diseases. From X-rays and CT scans to MRI 
and ultrasound, medical imaging modalities provide invaluable insights into the human body, guiding clin-
ical decisions and ultimately impacting patient outcomes. However, the sheer volume and complexity of 
medical images often strain the capacity of human experts, leading to potential for errors and delays in di-
agnosis. In recent years, artificial intelligence (AI) has emerged as a transformative force in medical image 
analysis, offering the promise of enhanced accuracy, efficiency, and accessibility in diagnostic workflows. 
This review aims to provide a comprehensive overview of the advances, challenges, and future perspectives 
of AI in medical image diagnosis.

This review will explore the significant advancements in AI-powered medical image analysis techniques, 
focusing on deep learning approaches such as image segmentation, Convolutional Neural Networks (CNNs) 
for disease detection and classification, Generative Adversarial Networks (GANs) for image enhancement, 
and the application of Transformer-based models. These techniques have revolutionized the field, enabling 
the development of sophisticated algorithms capable of automatically identifying and characterizing subtle 
abnormalities within medical images. Furthermore, the review will delve into the applications of AI across 
various medical imaging modalities and diseases, including AI-assisted diagnosis in chest X-rays for pul-
monary diseases, MRI for brain tumor detection, CT scans for cardiovascular assessment, ultrasound for 
breast cancer screening, and retinal image analysis for diabetic retinopathy. By examining these specific 
applications, we highlight the versatility and potential of AI to address diverse clinical challenges.

However, the integration of AI into medical image diagnosis is not without its challenges. This review 
will critically examine the limitations of current AI models, including data bias and generalizability issues, 
the lack of explainability and interpretability in deep learning models, and the regulatory and ethical con-
siderations surrounding the use of AI in healthcare. Addressing these challenges is crucial for ensuring the 
responsible and equitable deployment of AI in clinical practice. Finally, the review will explore future per-
spectives and emerging trends in the field, such as federated learning for collaborative model development, 
AI-powered radiomics and personalized medicine, the role of AI in integrated diagnostic workflows, and 
self-supervised learning for analyzing images with limited labeled data. These emerging trends promise to 
further enhance the capabilities of AI in medical image diagnosis and pave the way for a future where AI 
seamlessly integrates into clinical workflows, improving patient care and outcomes.

Advances in AI-Powered Medical Image Analysis Techniques
Deep learning has significantly advanced medical image segmentation (MIS), a critical process in disease 

diagnosis, treatment planning, and surgical navigation [1]. The application of deep learning models, particu-
larly those inspired by U-Net architectures, has yielded remarkable results across various imaging modali-
ties and clinical contexts, assisting clinicians in computer-assisted diagnosis, therapy, and surgical planning 

[3]. For instance, Guo et al. demonstrated that a deep convolutional neural network, when trained with 
multimodal images (MRI, CT, and PET), outperformed networks trained with single-modal images in seg-
menting soft tissue sarcoma lesions [3]. Furthermore, innovative network architectures, such as CTO, which 
combines Convolutional Neural Networks (CNNs), Vision Transformers (ViT), and a boundary detection 
operator, have achieved state-of-the-art accuracy in medical image segmentation, balancing accuracy and 
efficiency [4].

Building upon the advancements in image segmentation, Convolutional Neural Networks (CNNs) have 
emerged as a cornerstone in AI-powered medical image analysis for disease detection and classification 
[5]. Their inherent ability to automatically learn hierarchical features from images makes them particularly 
well-suited for this task. Sarawagi et al., for example, showcased the effectiveness of CNNs in detecting tu-
berculosis (TB) from chest X-ray images, achieving a high accuracy of approximately 96.57% [6]. Similarly, 
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Guo et al. proposed a deep CNN classifier, coupled with a sliding window algorithm, for crack detection 
in cracked tooth syndrome images, attaining an average accuracy of 90.39% [7]. Aaraji et al. also explored 
various deep learning architectures for Alzheimer's disease (AD) detection using brain MRI images and 
segmented images, with the ResNet architecture demonstrating the highest prediction accuracy (90.83% for 
original brain images and 93.50% for processed images) [8]. Vigneshwari et al. proposed a method that con-
ducts brain tumor segmentation using a modified Dense-Net architecture and then classifies them into those 
with Alzheimer's disease, Parkinson's disease, or normal brain function using a fully connected layer and 
softmax activation function [9]. The success of CNNs is largely attributed to their capacity to learn intricate 
patterns and features directly from image data, thereby eliminating the need for manual feature engineering 
[5].

Addressing the challenge of limited datasets in the medical field, Generative Adversarial Networks (GANs) 
have become a prominent research area in deep learning, particularly for their ability to generate synthetic 
data [11]. GANs can learn from existing training data and generate new data exhibiting similar characteristics 
[11]. For instance, Attention Mechanisms based Cycle-Consistent GAN (AM-CGAN) leverages attention 
mechanisms to generate synthetic chest X-ray (CXR) images that closely resemble real medical images and 
highlight disease-specific characteristics, achieving a high precision of 98.15% [11]. Furthermore, GANs are 
being investigated for medical image enhancement, with studies demonstrating their effectiveness in im-
proving image quality while preserving detailed information and realism [12]. However, denoising diffusion 
probabilistic models have recently addressed GANs' limited diversity and fidelity [18]. Müller-Franzes et al. 
introduced Medfusion, a conditional latent DDPM, and demonstrated that it exceeds GANs in terms of di-
versity (recall) and exhibits equal or higher fidelity (precision) across fundoscopy, radiographs, and histopa-
thology images [18].

In parallel with these developments, transformer-based models have emerged as powerful tools in medical 
image analysis, leveraging self-attention mechanisms to capture global dependencies and mitigate spatial 
biases inherent in CNNs [14]. Researchers have extended transformers to medical image segmentation tasks, 
resulting in promising models [15]. For example, the TransUNet architecture has demonstrated desirable per-
formance on multiple medical image segmentation datasets [16]. Das et al. proposed a coordinate-based em-
bedding that encodes the geometry of medical images, capturing physical coordinate and resolution infor-
mation without the need for resampling or resizing [14]. Experiments with UNETR and SwinUNETR models 
using this embedding for infarct segmentation on MRI data showed substantial improvements in mean 
Dice score by 6.5% and 7.6%, respectively [14]. The integration of transformers into U-Net architectures has 
proven particularly fruitful, enhancing accuracy and efficiency in medical image analysis [17]. However, the 
sample size of medical image segmentation still restricts the growth of the transformer, even though it can 
be relieved by a pretraining model [15]. Therefore, researchers are still designing models using transformer 
and convolution operators [15]. Furthermore, novel approaches like EG-SpikeFormer, an SNN architecture 
incorporating eye-gaze data, are being explored to guide model attention to diagnostically relevant regions, 
potentially addressing shortcut learning issues and improving interpretability [18].

Applications of AI in Specific Medical Imaging Modalities and Diseases
AI is rapidly transforming medical image diagnosis across various modalities and diseases, demonstrating 

significant potential for improving accuracy, efficiency, and accessibility. This section will explore specific 
applications of AI in chest X-ray imaging for pulmonary diseases, MRI for brain tumor detection and char-
acterization, CT scans for cardiovascular disease assessment, ultrasound image analysis for breast cancer 
screening, and retinal image analysis for diabetic retinopathy.

AI-assisted diagnosis has shown promising results in chest X-ray imaging for pulmonary diseases. Stud-
ies have demonstrated the capacity of AI systems to achieve performance levels comparable to, and in some 
cases exceeding, those of experienced radiologists in detecting conditions such as COVID-19 pneumonia 
and pulmonary arterial hypertension. For instance, Ippolito et al. reported that an AI system achieved high 
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sensitivity (94.7%) and specificity (80.2%) in detecting COVID-19 pneumonia [19]. Similarly, Imai et al. de-
veloped an AI algorithm for detecting pulmonary arterial hypertension using chest X-ray images, achieving 
an impressive area under the curve (AUC) of 0.988 [20]. Furthermore, research by Tzeng et al. highlighted 
the diagnostic potential of AI-assisted chest X-ray scans for COVID-19 detection, reporting a pooled sensi-
tivity of 0.9472 and specificity of 0.9610 across multiple studies [21]. Deep learning networks, such as Res-
Net101, have also demonstrated high success rates in classifying COVID-19, viral pneumonia, and normal 
images, as shown by Yenikaya et al. [29].

Moving beyond pulmonary applications, AI has made substantial strides in the detection and characteriza-
tion of brain tumors using MRI, considered the gold standard for brain tumor diagnosis [25, 29]. The effective-
ness of deep learning in solving image-based problems has led to its widespread adoption in medical imag-
ing [23]. Mathivanan et al. demonstrated the potential of MobileNetv3 architecture, achieving an accuracy of 
99.75% in brain tumor diagnosis, surpassing other existing methods [31]. Segmentation of brain tumors from 
multi-modal MRI images, crucial for treatment planning, has also benefited from deep learning advance-
ments [25]. These models encompass CNN-based architectures, vision transformer-based models, and hybrid 
approaches [25]. Rahman et al. introduced an AI-driven methodology using the EfficientNetB2 architecture, 
achieving high validation accuracies across different datasets, illustrating the performance gains achievable 
through advanced image preprocessing techniques [30].

The application of AI extends to cardiovascular disease assessment through enhanced analysis of CT 
scans. Coronary computed tomography angiography (CCTA), when coupled with AI, allows for non-inva-
sive evaluation of atherosclerotic plaque, a critical factor in predicting major adverse cardiac events [27]. AI 
algorithms can simulate human expertise to improve clinical efficiency [27]. AI-enabled plaque analysis on 
CCTA has shown strong correlation and high accuracy compared with intravascular ultrasound (IVUS) in 
quantifying and characterizing plaque volumes [31]. A case study by Cho et al. demonstrated the ability of 
AI-augmented CCTA to consistently assess the progression of plaque volumes, stenosis, and atherosclerotic 
plaque characteristics over an extended period [29].

AI-driven analysis is also being applied to ultrasound images for breast cancer screening, offering a po-
tentially more accessible and cost-effective approach, particularly for women with dense breasts [30]. Auto-
mated Breast Ultrasound (ABUS) systems, combined with AI algorithms, provide multiplanar 3D visualiza-
tion for whole-breast assessment with operator-agnostic acquisition [30]. A pilot project in Hungary explored 
the use of ABUS to complement mammography in breast cancer screening, yielding promising results [31].

Finally, AI has significantly advanced retinal image analysis for diabetic retinopathy (DR) detection, 
providing a pathway to automated, efficient, and accurate screening [32]. Deep learning models, particularly 
convolutional neural networks (CNNs), are used to identify DR features in retinal fundus images [43, 42]. One 
study evaluated an AI system integrated into a handheld smartphone-based retinal camera, achieving high 
sensitivity for detecting more than mild DR [33]. Another study using MATLAB-retrained AlexNet CNN 
achieved high validation accuracies in identifying non-disease, glaucoma, and diabetic retinopathy [34]. Au-
tomated retinal image analysis software (ARIAS) like EyeArt has demonstrated similar sensitivity to hu-
man graders in detecting diabetic retinopathy using both wide-field confocal scanning images and standard 
fundus images [35]. These advancements suggest that AI-powered retinal image analysis can significantly 
improve the efficiency and accessibility of DR screening programs [41, 44].

Challenges and Limitations of AI in Medical Image Diagnosis
The integration of artificial intelligence (AI) into medical image diagnosis promises enhanced accura-

cy and efficiency, yet several challenges and limitations impede its widespread and responsible adoption. 
These obstacles span technical, ethical, and regulatory domains, demanding careful consideration and pro-
active mitigation strategies.

One critical area of concern revolves around data bias and the generalizability of AI models [36]. While AI 
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algorithms possess the potential to reduce cognitive biases inherent in human interpretation, they are sus-
ceptible to internalizing and amplifying biases present within their training data. This can lead to skewed 
outcomes and potentially compromise patient care. The National Institutes of Health has emphasized the 
mitigation of unintended bias as a crucial translational goal that must be addressed early in the AI develop-
ment lifecycle [37]. Such biases can stem from various sources, including the underrepresentation of specific 
demographic groups, variations in image acquisition protocols across different institutions, and inconsis-
tencies in data labeling practices [36]. Overcoming these limitations necessitates meticulous data curation 
efforts aimed at minimizing biases and ensuring the creation of standardized, reproducible AI models [38]. 
Furthermore, rigorous performance evaluations that specifically assess generalizability, fairness, and overall 
trustworthiness are essential prerequisites for the successful integration of AI/ML algorithms into diverse 
clinical settings [39].

Another significant impediment to the deployment of AI in medical image diagnosis is the inherent lack 
of explainability and interpretability in many deep learning models [40]. Despite achieving high levels of 
accuracy, the "black box" nature of these models makes it difficult to discern the reasoning behind their 
diagnostic conclusions. This opacity can erode trust and hinder acceptance among clinicians, who require 
a clear understanding of a model's rationale to validate its findings and effectively integrate them into their 
clinical decision-making processes [40]. For instance, the lack of transparency has been identified as a sig-
nificant problem in AI tools designed for heart condition assessment using Cardiac Magnetic Resonance 
(CMR) imaging [41]. Researchers are actively exploring methods to enhance the explainability of AI systems. 
Approaches such as Discovering and Testing with Concept Activation Vectors (D-TCAV) aim to extract the 
underlying features crucial for cardiac disease diagnosis from MRI data [41]. In a similar vein, investigations 
into the performance of various interpretation methods on Vision Transformers (ViT) applied to chest X-ray 
classification have revealed that Layerwise relevance propagation for transformers outperforms Local inter-
pretable model-agnostic explanations and Attention visualization [42]. These efforts are crucial for fostering 
clinician trust and facilitating the seamless integration of AI into diagnostic workflows.

Beyond technical considerations, the integration of AI into healthcare raises significant regulatory and 
ethical concerns [43]. These include data privacy, algorithm bias, transparency, and accountability [46, 47, 53]. AI 
algorithms trained on biased datasets can perpetuate and exacerbate existing health disparities, resulting in 
inequitable outcomes for certain patient populations . Ensuring data privacy and obtaining informed consent 
are also of paramount importance, particularly given the increasing reliance on large medical datasets [44]. 
Pre-implementation, interdisciplinary discussions are essential to address pathway-specific considerations, 
emphasizing the need for transparency and robust oversight in AI-driven decision-making [45]. Therefore, 
the development and deployment of AI in medical imaging must adhere to stringent ethical guidelines and 
regulatory frameworks to ensure responsible and equitable use.

Finally, data privacy and security represent critical concerns when dealing with sensitive medical image 
data. The increasing reliance on digital medical imaging technologies necessitates robust protection against 
unauthorized access and potential cyberattacks [46]. Traditional encryption techniques may prove insufficient 
in the healthcare sector, prompting the development of innovative approaches such as the Crypto-Aware 
Elliptic Curve Diffie Hellman with Key Derivation Function (CAECDH-KDF) encryption technique to en-
hance the security of medical images [46]. Furthermore, with the proliferation of IoT applications and cloud-
based storage solutions, securing medical data in the cloud is of utmost importance [50, 62]. Approaches such 
as adding noise to medical records and denoising them using deep learning techniques, as proposed by 
Gowri S, offer lightweight cloud architectures that facilitate effective communication of medical data while 
preserving privacy [47]. De-identification of DICOM medical data is also crucial for safeguarding patient 
privacy, necessitating a systematic approach to remove Personally Identifiable Information (PII) [48]. Ad-
dressing these data privacy and security challenges is essential for maintaining patient trust and ensuring 
the responsible use of AI in medical image diagnosis.
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Future Perspectives and Emerging Trends
The field of AI in medical image diagnosis is poised for significant advancements, driven by emerging 

trends that address existing limitations and unlock new possibilities. These include collaborative model de-
velopment via federated learning, the application of AI-powered radiomics for personalized medicine, the 
integration of AI into clinical workflows and decision support systems, and the use of self-supervised learn-
ing to overcome the scarcity of labeled data.

Federated learning (FL) has emerged as a compelling solution for collaborative AI model development, 
particularly in the context of medical image diagnosis, where data privacy and limited datasets at individ-
ual institutions pose significant challenges. FL allows multiple institutions to collaboratively train a global 
model without directly sharing their sensitive local datasets, thereby upholding patient privacy [49]. This is 
especially crucial given the increasing volume of medical images and the difficulties associated with ob-
taining accurate annotations for training AI models [49]. Butt et al. demonstrated the efficacy of this approach 
with a collaborative FL architecture for COVID-19 screening using chest X-ray images, showing that a 
global, iteratively refined FL model can surpass the performance of local models in classification accuracy [50]. 
Further innovation in FL is seen in frameworks like MixFedGAN, proposed by Yang et al., which address-
es statistical heterogeneity and limited labeling issues in federated networks, yielding promising results in 
COVID-19 infection segmentation and prostate MRI segmentation [51]. The American College of Radiology 
(ACR) has also taken a proactive step with ACR Connect, a vendor-neutral software suite designed to de-
mocratize AI and facilitate federated learning across institutions, eliminating the need to transfer data off-
site [52].

Building upon the diagnostic capabilities of AI, radiomics is rapidly evolving as a powerful tool for per-
sonalized medicine, enabling clinicians to gain deeper insights into individual patients and tailor treatments 
accordingly [53]. Radiomics involves the extraction of a large number of quantitative features from medical 
images, which are then analyzed using machine learning techniques to predict various clinical endpoints [54]. 
Radiomic analysis has demonstrated promising performance in diagnosis, treatment response prediction, 
and prognosis, highlighting its potential as a non-invasive auxiliary tool for personalized medicine [54]. AI 
algorithms can identify novel biomarkers from imaging data to assist in tumor screening, detection, diagno-
sis, treatment planning, and prognosis prediction, ultimately leading to improved clinical outcomes through 
personalized treatment strategies [53]. The integration of radiomics with other "omics" data, such as genom-
ics, transcriptomics, and proteomics, further amplifies its potential for personalized medicine [55]. Saba et al. 
proposed an artificial intelligence (AI)—based preventive, precision, and personalized (aiP3) CVD/Stroke 
risk model, which combines radiomic-based biomarkers (RBBM) and genomic-based biomarkers (GBBM) 
to improve the overall specificity of CVD risk [56]. Attanasio et al. suggested that AI applications and radio-
mic analysis may lead to patient-specific treatments and management of several diseases linked with exces-
sive body fat [57].

As AI models become more sophisticated, their integration into diagnostic workflows and clinical deci-
sion support systems (CDSS) is becoming increasingly prevalent. AI-based imaging software, such as Veye 
Lung Nodules (VLN), aids in the detection, classification, and measurement of pulmonary nodules in CT 
scans, with clinicians reporting ease of use and minimal disruption to existing workflows. However, it is 
crucial to acknowledge that the performance of AI tools can vary and is influenced by factors such as inte-
gration into existing workflows, divisions of labor, knowledge, technical configuration, and infrastructure. 
Carmichael's research emphasizes the importance of how AI outputs are presented to clinicians, noting that 
risk-averse tendencies can significantly affect their interpretation and subsequent clinical decisions, poten-
tially leading to suboptimal behaviors or misleading information [58]. Further, Barinov et al. demonstrated 
that incorporating an AI-based decision support system into ultrasound image analysis could improve diag-
nostic performance, underscoring the need for careful evaluation of efficacy when integrated into existing 
clinical workflows [59].
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Finally, self-supervised learning (SSL) is emerging as a transformative approach to address the persistent 
challenge of limited labeled data in medical image analysis. Traditional supervised learning methods typi-
cally require large, expertly annotated datasets, which are often expensive and time-consuming to acquire, 
particularly in the medical domain. SSL offers a way to leverage the abundance of unlabeled medical im-
ages to pre-train models, enabling them to learn useful representations that can be fine-tuned with limited 
labeled data for specific tasks. Felfeliyan et al. proposed a self-supervised pretraining method involving 
applying distortions to unlabeled images and training a Mask-RCNN architecture to localize the distortion 
and recover the original pixels, which improved the Dice score by up to 18% in knee effusion segmentation 
compared to training with limited annotated data [60]. Xing et al. demonstrated that a Masked AutoEncoder 
(MAE) based on Vision Transformer (ViT) achieved superior performance in COVID-19 chest X-ray image 
classification compared to training from scratch or transfer learning, especially when working with limited 
datasets, achieving an accuracy of 0.985 and an AUC of 0.9957 [61]. Yuan et al. proposed a semi-supervised 
skin cancer diagnostic model based on Self-feedback Threshold Focal Learning (STFL), capable of utiliz-
ing partial labeled and a large scale of unlabeled medical images for training models in unseen scenarios, 
demonstrating robust performance with limited annotated samples [62]. Similarly, LoGoNet, introduced by 
Monsefi et al., integrates a novel feature extractor within a U-shaped architecture, leveraging Large Kernel 
Attention (LKA) and a dual encoding strategy to capture both long-range and short-range feature dependen-
cies adeptly, and they also proposed a novel SSL method tailored for 3D images to compensate for the lack 
of large labeled datasets [63]. Cai et al. proposed a universal self-supervised Transformer framework, named 
Uni4Eye, to discover the inherent image property and capture domain-specific feature embedding in oph-
thalmic images [64]. These studies collectively demonstrate the potential of SSL to significantly enhance the 
performance of AI models in medical image analysis, particularly in scenarios where labeled data is scarce.

Conclusion
In summary, this review has highlighted the remarkable progress of AI in medical image diagnosis, show-

casing its potential to revolutionize healthcare through enhanced accuracy, efficiency, and accessibility. 
From deep learning-powered image segmentation and disease classification to AI-assisted diagnosis across 
various medical imaging modalities, AI is demonstrating its versatility and ability to address diverse clinical 
challenges. While challenges remain, including data bias, lack of explainability, and regulatory concerns, 
the field is rapidly evolving, with emerging trends like federated learning, radiomics, integrated diagnostic 
workflows, and self-supervised learning paving the way for a more personalized and data-driven approach 
to medicine.

Looking ahead, the future of AI in medical image diagnosis is brimming with possibilities. As AI models 
become more sophisticated and integrated into clinical practice, we can envision a future where clinicians 
are empowered with powerful tools to make more informed decisions, leading to earlier diagnoses, more ef-
fective treatments, and ultimately, improved patient outcomes. The ongoing research and innovation in this 
field hold the promise of transforming healthcare as we know it, ushering in an era of precision medicine 
where AI plays a central role in delivering personalized and patient-centric care. It is now time to embrace 
the transformative power of AI and work collaboratively to realize its full potential in improving the health 
and well-being of individuals worldwide.
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Abstract
This review explores generative AI’s role in empowering clinical decision-making, covering its applications, 
challenges, and future directions. In medical record analysis, generative AI—via NLP—extracts key data from 
unstructured text (e.g., TNM stages from radiology reports, SMI symptoms from discharge summaries) and 
generates synthetic, de-identified notes for privacy-preserving research, while also synthesizing patient time-
lines and clinician-friendly summaries. For diagnosis and prognosis, it creates synthetic medical images (e.g., 
CMR via GANs) to augment limited datasets, predicts disease progression (e.g., CKD’s need for RRT) and 
severity, enables early detection, and generates differential diagnoses (e.g., GPT-4’s 98.21 F1-score for anemia 
subtypes). In personalized care and drug discovery, it predicts treatment responses (e.g., 73.52% accuracy for 
pulmonary fibrosis corticotherapy), designs tailored plans, accelerates drug development (e.g., de novo mole-
cule design), and forecasts drug-drug interactions (e.g., via MKGFENN). Key challenges include data privacy 
(addressed via encryption/synthetic data), bias mitigation (to avoid care disparities), ensuring AI reliability 
(aided by 32-item evaluation checklists), and ethical concerns (preventing clinician over-reliance). Future 
directions involve integrating generative AI with RL for adaptive care, developing explainable models, and ex-
panding to mental health (e.g., schizophrenia prognosis) and public health. Generative AI holds great promise 
for more efficient, equitable healthcare.

Key words: artificial intelligence； clinical decision； treatment optimization； medical diagnosis
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Introduction
Generative Artificial Intelligence (AI) is rapidly transforming various sectors, and healthcare is no excep-
tion. Its potential to revolutionize clinical decision-making is particularly promising, offering opportunities 
to enhance efficiency, accuracy, and personalization of patient care. Clinical decision-making, a complex 
process involving the synthesis of patient data, medical knowledge, and clinical experience, faces numer-
ous challenges, including information overload, cognitive biases, and the increasing complexity of medical 
knowledge. Generative AI, with its ability to learn complex patterns from vast datasets and generate novel 
content, offers a powerful tool to address these challenges and improve clinical outcomes. This review ex-
plores the current landscape of research on generative AI in clinical decision-making, spanning from medi-
cal record analysis to treatment optimization.
This review is structured to provide a comprehensive overview of the field. We begin by examining the 
application of generative AI in medical record analysis and information extraction, focusing on how tech-
niques like Natural Language Processing (NLP) are used to extract key information from unstructured 
clinical text, de-identify patient data, synthesize patient timelines, and generate medical summaries. This 
section highlights the crucial role of generative AI in organizing and streamlining the wealth of information 
contained within medical records. Next, we delve into the use of generative AI in disease diagnosis and 
prognosis prediction, exploring how generative models can create synthetic medical images, predict disease 
progression, enable early disease detection, and generate differential diagnoses. This demonstrates the po-
tential of generative AI to improve the accuracy and speed of diagnostic processes. The review then shifts 
its focus to personalized treatment recommendations and drug discovery, examining how generative AI can 
predict patient response to treatment, design personalized treatment plans, discover novel drug candidates, 
and predict drug-drug interactions. This section underscores the promise of generative AI in tailoring treat-
ment strategies to individual patient needs. Subsequently, we address the challenges and limitations of gen-
erative AI in clinical decision-making, including data privacy concerns, bias mitigation, ensuring reliability, 
and addressing ethical implications. This critical discussion highlights the need for careful consideration 
and responsible implementation of these technologies. Finally, we conclude by outlining future directions 
and potential advancements in the field, including the integration of generative AI with other AI techniques, 
the development of explainable AI models, and the expansion of its application to new areas of healthcare. 
By exploring these diverse facets, this review aims to provide a comprehensive understanding of the current 
state and future potential of generative AI in empowering clinical decision-making.

Generative AI for Medical Record Analysis and Information Extraction
The analysis and extraction of information from medical records stand as a crucial application of genera-

tive AI in healthcare, with the potential to revolutionize clinical decision-making. This encompasses a range 
of techniques, from processing unstructured text to synthesizing comprehensive patient timelines and gen-
erating summaries for clinicians.

Natural Language Processing (NLP) techniques are fundamental to unlocking the wealth of information 
contained within unstructured clinical text, such as progress notes and discharge summaries [1, 2]. By struc-
turing free text, NLP enables a deeper understanding of patient data. In radiology, for instance, accurate and 
complete reports are essential for clinical staging, and NLP can automatically extract key elements like the 
T and N stage of the tumor-node-metastasis (TNM) classification system from radiological reports, aiding 
in pulmonary oncology staging [1]. The broad applicability of NLP is further demonstrated by its use in ex-
tracting severe mental illness (SMI) symptoms from discharge summaries, achieving high accuracy [2], and 
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in identifying information within epilepsy clinic letters [3] and basal cell carcinoma (BCC) histopathology 
reports [4]. These successes highlight NLP's potential to enhance routinely collected data for research and 
improve the quality of cancer registries [4, 17]. However, the effectiveness of NLP algorithms remains con-
tingent on the quality of the input text, vocabulary, and contextual understanding, especially when dealing 
with uncertainty [1].

Beyond information extraction, generative models are being investigated for their ability to de-identify 
patient data while preserving its clinical utility [5]. The aim is to create synthetic clinical notes that can be 
shared openly without compromising patient privacy. By training generative models on real, de-identified 
records, researchers are exploring the possibility of automatically generating synthetic clinical notes [5]. The 
utility of these synthetic notes is then assessed by measuring their performance in training clinical NLP 
models [5]. While promising results have been achieved, further improvements are needed to ensure the util-
ity of synthetic notes closely matches that of real notes in various clinical NLP tasks [5]. Although automatic 
de-identification techniques can introduce noise into the data, studies suggest that this noise may not signifi-
cantly harm the utility of clinical data for NLP tasks [6].

Addressing the challenge of fragmented medical records, generative AI offers the potential to synthesize 
comprehensive patient timelines [7]. By integrating information from disparate sources, such as progress 
notes, lab results, and imaging reports, these models can create a unified view of a patient's medical history. 
This capability can significantly improve clinical decision-making by providing clinicians with a more com-
plete and accessible understanding of a patient's health trajectory. Generative AI can automatically identify 
relevant events, arrange them chronologically, and highlight potential relationships and patterns that might 
otherwise be missed. Furthermore, generative AI can identify gaps in the medical record and suggest poten-
tial areas for further investigation, ultimately leading to more informed and proactive patient care [7].

Finally, generative AI is being explored for its ability to automatically generate medical summaries for 
clinicians, potentially improving efficiency and report quality [8]. AI-generated radiology reports, including 
summary reports and patient-friendly reports, have received high scores in qualitative and quantitative as-
sessments [8]. Notably, patient-friendly reports generated by AI have demonstrated improved patient under-
standing compared to original reports [8]. While these models hold promise, it's important to acknowledge 
their limitations, such as the potential for artificial hallucinations and potentially harmful translations [8].

Generative AI in Disease Diagnosis and Prognosis Prediction
Generative AI is rapidly transforming disease diagnosis and prognosis prediction, offering innovative 

solutions across various clinical applications. One significant area is the use of generative models to address 
the challenge of limited medical imaging data. These models, including Generative Adversarial Networks 
(GANs) and diffusion models, are being explored for their capacity to create synthetic medical images, 
augmenting training datasets for diagnostic AI systems [33, 35]. By generating realistic medical images, these 
models can enhance the performance and robustness of deep learning models used in diagnosis [21, 32, 35]. 
For instance, a GAN-based approach developed by Ahmadi Golilarz et al. successfully generated synthet-
ic cardiac magnetic resonance (CMR) images for myocarditis diagnosis, effectively tackling imbalanced 
classification issues and achieving superior results [9]. Similarly, a specialized GAN architecture proposed 
by Dhawan et al. generated synthetic chest X-ray data representing healthy lungs and various pneumonia 
conditions. Training an EfficientNet v2 model with both real and synthetic data resulted in high accuracy 
in brain MRI classification, showcasing the potential of this approach [10]. While diffusion models have 
demonstrated promise in generating high-quality skin images for training dataset augmentation [11], Schaudt 
et al. observed that GAN-based methods outperformed diffusion-based methods in generating chest X-ray 
images for pneumonia diagnosis within a limited dataset [12]. This highlights the importance of carefully 
selecting the generative model based on the specific application and dataset characteristics. Interestingly, 
their research also revealed that improved image quality did not always translate to enhanced classification 
performance, suggesting careful consideration is needed when utilizing generative models for limited data 
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scenarios [12]. These collective findings underscore the potential of synthetic data augmentation in improving 
disease classification accuracy across diverse pathological conditions [10].

Beyond image analysis, generative AI is also being leveraged to predict disease progression by analyzing 
patient history and clinical data [13]. These models excel at identifying patterns and risk factors that may not 
be readily apparent to clinicians, leading to earlier and more accurate prognoses. The work of Isaza-Ruget 
et al. exemplifies this, with their development and validation of a machine learning-based model to predict 
the need for renal replacement therapy (RRT) and disease progression in patients with stage 3–5 chronic 
kidney disease (CKD) [13]. Their time-to-event model demonstrated strong performance in predicting three 
outcomes of CKD progression at five years, highlighting the potential of such models in clinical settings [13]. 
Furthermore, generative AI can assist in predicting disease severity. Li et al. discovered that consolidation 
volume quantified on initial chest CT was the strongest predictor for COVID-19 disease severity progres-
sion [14]. Their AI-based quantification of ground glass opacity (GGO) and consolidation volume revealed 
that a larger consolidation volume was associated with unfavorable clinical outcomes [14]. These examples 
demonstrate how generative AI can effectively utilize complex datasets to forecast disease trajectories and 
inform clinical decision-making.

The capacity of generative AI to identify subtle patterns within medical records also positions it as a valu-
able tool for the early detection of diseases, potentially uncovering insights that might be missed by human 
clinicians [15]. By analyzing vast amounts of patient data, including electronic health records (EHRs), lab-
oratory results, and imaging studies, generative models can uncover correlations and anomalies indicative 
of early disease onset [23, 29]. AI-powered imaging analysis can rapidly screen large populations for signs of 
chronic diseases, flagging suspicious cases for further review by medical professionals [15]. Moreover, in the 
context of neurodegenerative diseases, Syndrome-dependent Pattern Recognition Method can be employed 
for the early detection and progression monitoring of these conditions [16].

Another promising application lies in generating differential diagnoses based on patient symptoms and 
medical history. These models can analyze complex datasets to suggest a range of possible conditions, 
aiding in the diagnostic process and potentially improving diagnostic accuracy. In a study evaluating 
Large Language Models (LLMs) for diagnosing anemia subtypes, Elisa Castagnari et al. found that GPT-
4 achieved an impressive F1 score of 98.21, generating diagnostic pathways closely aligned with existing 
clinical guidelines [17]. This illustrates the potential of LLMs to assist in clinical pathway discovery from 
patient data [17]. Furthermore, the diagnostic performance of generative AIs using LLMs has been as-
sessed across various medical specialties. Takanobu Hirosawa et al. analyzed case reports and found that 
ChatGPT-4 exhibited higher diagnostic accuracy compared to Google Gemini and LLaMA2 in generating 
differential diagnosis lists [18]. Specifically, ChatGPT-4 included the final diagnosis within its top 10 differ-
ential diagnoses in 86.7% of cases, underscoring the importance of understanding the performance differ-
ences among various generative AI platforms [18].

Generative AI for Personalized Treatment Recommendations and Drug 
Discovery

Generative AI is poised to revolutionize clinical decision-making through personalized treatment recom-
mendations and accelerated drug discovery. Its capacity to analyze complex datasets and generate novel 
solutions offers unprecedented opportunities for improving patient outcomes and streamlining pharmaceuti-
cal development.

A key application lies in predicting patient response to different treatment options based on individual 
characteristics. This is particularly crucial in diseases exhibiting heterogeneous responses, such as lung can-
cer, where precision medicine approaches are paramount [19]. By integrating diverse patient data, including 
tumor molecular profiles, clinical history, and other salient factors, generative AI can facilitate more in-
formed clinical decisions and the delivery of tailored therapies [41, 53]. Studies have demonstrated the poten-
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tial of machine learning algorithms to predict treatment efficacy. For instance, models incorporating Deci-
sion Tree, Random Forest, and AdaBoost algorithms have shown promising results in predicting the benefit 
of corticotherapy for patients with pulmonary fibrosis, achieving balanced accuracy rates of up to 73.52% 
[20]. Such predictive capabilities empower clinicians to move beyond standardized protocols and optimize 
treatment strategies for individual patients.

Building upon this predictive power, generative AI can be leveraged to design personalized treatment 
plans that consider individual patient needs and preferences. By analyzing comprehensive patient data, en-
compassing medical history, lifestyle factors, and even genetic information, generative models can simulate 
potential treatment outcomes. This allows clinicians to identify the most effective and acceptable options 
for each patient, moving beyond a one-size-fits-all approach to care. This capability promises to enhance 
patient adherence and improve overall treatment success by aligning interventions with individual circum-
stances and preferences.

Beyond personalized treatment strategies, generative AI is transforming drug discovery by enabling the 
design of novel drug candidates and the optimization of drug formulations [21]. Traditional drug discovery is 
a resource-intensive and protracted process, with estimates suggesting costs of around $2.5 billion to bring 
a new drug to market [21]. Generative AI offers a pathway to accelerate this process by generating novel 
molecules with desired properties [46, 44]. These models can be employed for de novo drug design, creating 
molecules from scratch, or for fine-tuning existing molecules to enhance their pharmacokinetic and phar-
macodynamic profiles [21]. Generative AI is being utilized in molecular property prediction, molecule gener-
ation, virtual screening, synthesis planning, and even drug repurposing [21]. Furthermore, AI algorithms are 
being incorporated into platforms like FormulationAI, a web-based tool that predicts and evaluates crucial 
properties of drug formulations, thereby streamlining the formulation design process by leveraging basic 
information on drugs and excipients [22]. The technology also extends to the design and discovery of novel 
peptides for therapeutic applications, addressing challenges associated with their short half-life and limited 
bioavailability [23].

Moreover, the application of generative AI extends to predicting drug-drug interactions (DDIs) and po-
tential adverse effects, a vital aspect of ensuring patient safety and optimizing drug development [47, 49]. Tra-
ditional methods for identifying DDIs are often laborious and lack scalability, often failing to capture the 
intricate relationships between various drugs [24]. To overcome these limitations, researchers are exploring 
AI and machine learning techniques to develop more accurate and automated prediction methods [24]. For 
example, the Multimodal Knowledge Graph Fused End-to-end Neural Network (MKGFENN) has been pro-
posed to predict DDI events by comprehensively exploiting DDI events-associated relationships and mech-
anisms from knowledge graphs encompassing drugs-chemical entities, drug-substructures, drugs-drugs, 
and molecular structures [25]. Furthermore, models combining drug similarity calculators and DDI predictors 
are being developed to process data in a "human-like" manner and predict interactions for newly developed 
drugs, achieving high accuracy rates [24].

Challenges and Limitations of Generative AI in Clinical Decision-Making
A significant hurdle in leveraging generative AI for clinical decision-making lies in addressing data priva-

cy and security concerns, especially given the sensitive nature of patient information [26]. While generative 
AI models offer substantial capabilities, their deployment necessitates careful consideration of potential 
protected health information exposure [26]. Yan Chen et al. underscore the novel threats to protected health 
information posed by data-intensive generative AI systems [26]. To mitigate these risks, robust encryption 
and decryption protocols are essential, as highlighted by Pi-Yun Chen et al. for ensuring the infosecurity of 
biosignals and medical images within IoMTS [27]. Furthermore, innovative techniques such as synthetic data 
generation, exemplified by Jan-Niklas Eckardt et al.'s work using CTAB-GAN+ and normalizing flows, 
present a promising strategy for circumventing privacy issues. By generating realistic yet non-identifiable 
patient data, these methods facilitate research and model training without compromising patient confidenti-
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ality [28].

Beyond data security, mitigating bias in generative AI models is paramount to ensuring fairness and eq-
uity in clinical decision-making [29]. AI systems, including generative models, can inadvertently perpetuate 
and amplify existing societal inequalities if not carefully managed [29]. This is particularly worrisome in 
healthcare, where biased AI can lead to disparities in diagnosis, treatment strategies, and patient outcomes [30]. 
Drukker et al. have identified various sources of bias in AI/ML development for medical imaging, spanning 
from data collection to model deployment [31]. The potential for biased AI to influence clinical judgment is 
further illustrated by Adam et al.'s findings, which demonstrate that both clinicians and non-experts can be 
swayed by prescriptive recommendations from biased AI in emergency mental health scenarios, leading to 
skewed decisions [32]. Interestingly, framing AI advice as descriptive flags rather than prescriptive directives 
can mitigate this effect, enabling decision-makers to maintain their original, unbiased judgment [32]. Conse-
quently, addressing bias necessitates a comprehensive approach encompassing diverse and representative 
datasets, transparency, accountability mechanisms, and rigorous ethical considerations [57, 64].

The reliability and trustworthiness of generative AI outputs represent another critical challenge for its 
successful integration into clinical settings. Clinicians' perceptions of generative AI's impact vary, particu-
larly concerning its trustworthiness and the potential for introducing bias [33]. In response to these concerns, 
Chen et al. have developed a comprehensive 32-item checklist for evaluating generative AI performance in 
medical contexts [34]. This checklist encompasses crucial aspects such as question collection, querying meth-
odologies, and assessment techniques, providing a standardized and systematic approach for evaluating 
generative AI's suitability for medical applications. By guiding researchers through potential challenges and 
pitfalls, this framework aims to enhance research quality and reporting, ultimately fostering greater confi-
dence in generative AI's reliability [34].

Finally, the ethical implications of employing generative AI to automate clinical decision-making pro-
cesses demand careful consideration. A primary concern revolves around the potential for bias in AI mod-
els, which can lead to unfair or inequitable clinical decisions [35]. Generative AI has the potential to replicate 
existing biases in the decision-making process, raising concerns about justice [35]. The inherent "black box" 
nature of some generative AI models also raises concerns about transparency and accountability. If clini-
cians lack understanding of how a model arrives at a specific recommendation, it becomes challenging to 
assess its validity or justify it to patients. Lahat et al. acknowledge the promising potential of ChatGPT 
to assist physicians with medical issues, enhancing diagnostics, treatments, and ethical considerations [36]. 
However, they also emphasize that its integration into clinical workflows should complement, not replace, 
human expertise [36]. This underscores the critical need for careful deliberation on how generative AI is im-
plemented in clinical settings to ensure that it augments, rather than diminishes, human judgment and ethi-
cal considerations.

Future Directions and Potential Advancements
The trajectory of generative AI in clinical decision support points toward a future characterized by syner-

gistic integrations and expanded applications. One prominent avenue involves the fusion of generative AI 
with other artificial intelligence techniques, such as reinforcement learning (RL), to cultivate more adaptive 
and personalized clinical support systems. RL offers a mechanism for optimizing treatment strategies by 
iteratively learning from the outcomes of generative AI-driven recommendations, thereby accommodating 
the unique responses of individual patients over time [37]. The study by Prasad et al. serves as a compelling 
illustration, demonstrating how RL-driven electrolyte repletion recommendations can significantly reduce 
the frequency of magnesium and potassium replacements (up to 60%), refine the timing of interventions, 
and promote the use of orally administered repletion, ultimately enhancing safety and cost-effectiveness [37]. 
This symbiotic relationship establishes a continuous feedback loop wherein generative AI proposes poten-
tial solutions, and RL progressively refines these suggestions based on real-world results, culminating in 
more effective and precisely tailored clinical interventions.
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However, the realization of generative AI's full potential in clinical settings hinges on the development of 
explainable models, which are crucial for cultivating trust and facilitating a deeper understanding of clinical 
decision-making [38]. Despite the powerful capabilities offered by generative AI, its inherent "black box" 
nature can impede its adoption in healthcare, where transparency is of paramount importance. Maurer et al. 
underscore the urgent need for explainable AI (XAI) methods to address this challenge, particularly in the 
context of deep learning applications within healthcare [38]. XAI techniques offer the means to illuminate 
the decision-making processes of these models, enabling clinicians to comprehend the rationale behind a 
particular diagnosis or treatment recommendation. Visualizing relevance attributions on biosignals, such as 
ECGs and EEGs, can provide valuable insights into how the AI arrived at a specific prediction [38]. It is im-
portant to note the findings of Glick et al., which indicated that dental students using AI assistance to detect 
furcation involvement in radiographs exhibited a tendency towards over-reliance on AI. This highlights the 
importance of caution to avoid over-dependence on AI-generated information [39]. Therefore, alongside the 
development of explainable models, strategies to mitigate over-reliance and promote critical evaluation of 
AI outputs are essential.

Beyond traditional clinical settings, generative AI is poised to revolutionize other areas of healthcare, 
with mental health and public health emerging as promising frontiers. In mental healthcare, Large Language 
Models (LLMs) have demonstrated the potential to assist in assessing the prognosis of schizophrenia, with 
some models exhibiting predictions that align closely with those of mental health professionals [40]. Concur-
rently, public interest in AI applications for mental health is on the rise, with Google Trends data projecting 
a 114% increase in interest through the end of 2024, signifying growing awareness and acceptance of AI in 
this domain [41]. Nevertheless, it is crucial to acknowledge that some LLMs may exhibit biases or provide 
substandard information, necessitating careful human oversight and validation when used for mental health 
education or direct-consumer queries [42]. As generative AI expands its reach into these sensitive domains, 
rigorous validation, bias mitigation, and ethical considerations must remain central to its development and 
deployment.

Conclusion
In summary, this review highlights the transformative potential of generative AI in empowering clinical 

decision-making, spanning from streamlining medical record analysis and enhancing diagnostic accuracy to 
personalizing treatment recommendations and accelerating drug discovery. The landscape is rapidly evolv-
ing, with ongoing research focused on addressing critical challenges such as data privacy, bias mitigation, 
and ensuring the reliability and trustworthiness of AI-generated outputs. As generative AI continues to ma-
ture, its integration with other AI techniques, coupled with the development of explainable models, promis-
es to unlock new frontiers in personalized and proactive healthcare.

Looking ahead, the future of clinical decision-making will be increasingly shaped by the innovative ap-
plications of generative AI across diverse healthcare domains, including mental health and public health. By 
continuously refining these technologies, upholding ethical standards, and fostering collaboration between 
AI developers and clinicians, we can harness the full power of generative AI to create a healthcare system 
that is more efficient, equitable, and ultimately, more human-centered. The journey is ongoing, but the po-
tential to revolutionize patient care through intelligent and generative systems is undeniable, paving the 
way for a future where clinical decisions are augmented by the power of AI, leading to improved outcomes 
and a healthier world.
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